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ABSTRACT

INVERSE TRANSLATION:
THE THEORY OF PRACTICAL AUTOMATIC PROGRAMMING

Steven Peter Reiss
Yale University, 1977

Programming is an expensive and time-consuming task that should be automated to the greatest extent possible. In this dissertation we determine what this extent is and thereby give bounds and directions for the task of practical automatic programming.

We first show that automatic programming is the problem of inverting a semantics-specifying mapping. From various automatic programming efforts we determine the essentials of the problem. Then, using a series of simplifications and formalisms, we show that a specific problem is defined by a mapping that takes the target language into the source, and that automatic programming is just the task of inverting this mapping.

This concise model is used to determine what practical automatic programming actually is. We show that the complexity of the problem depends on the type of mapping to be inverted. We then note that recursive mappings are too complex to be practical while gsm mappings are too simple. Between these two extremes we investigate the natural and widely studied class of top-down finite state tree transducers. We prove the exact conditions under which these mappings cannot be tractably inverted. More importantly, we present reasonable algorithms for inversion in the tractable cases.

Based on our model of automatic programming and this complexity study of inverse translation, we conclude by characterizing practical automatic programming. We present examples of how practical problems can be defined using our mappings and algorithms. Moreover, we point out new directions for automatic programming efforts that should prove more successful than current ones.
In short, if you want to get the right answer from a computer, you have to plant your answer ahead of time, just as they do on quiz shows. The whole secret is to ask your question right. The problem must be presented in a series of logical steps which the machine can understand by access to its memory storage units. This process is called programming after its discoverer, Professor J. Mellish Program of Harvard, who discovered it in the bottom drawer of his desk one day while looking for his overshoes.

A computer can be man's best friend if it is kept happy. Try to make your machine happy, and it will make you happy in return.

---Corey Ford's Guide to Thinking

Dedicated to Oma Irene
who always knew I would get a Phd.
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INTRODUCTION

1.1 THE PROBLEM OF AUTOMATIC PROGRAMMING

For over three decades people have been attempting to simplify the use of computers and have called their work automatic programming. These efforts have been essential to the development of computers and have produced the compilers, editors and loaders that are an integral part of all modern computer systems. But, as these particular tasks have been formalized and as computers and programs have become more sophisticated and the job of programming more complex, the meaning of the term automatic programming has changed. Today it no longer applies to any effort that just simplifies the use of computers. Rather it is used only for those efforts where the computer actually creates its own programs.

As such, automatic programming is an important problem of current interest. Even with all of the simplifications that have been introduced, programming remains a costly and time-consuming task. It still takes a programmer several weeks or even months of work to solve an average problem, and programs still have to be rewritten for each new computer or new language. All this, along with the ever increasing demand for computers, means that more and more programs will be needed in the future. One solution to this growing problem is to have the computer write its own programs, that is, to do automatic programming.

But this is possible only if automatic programming can actually be done. Many tasks have been found that cannot be handled by a machine. Others, such as theorem proving [32], are demonstrably intractable. And for other problems such as graph colorability [47], even getting a good
approximation quickly seems to be impossible. If an instance of automatic programming is similar to any of these problems we cannot realistically expect to solve it on a practical scale.

There is empirical evidence to show that while programming seems easy, automatic programming is difficult. Programming is simple enough to be taught to people of all ages and levels, from elementary school through college. Moreover, most of the effort of programming is spent on the simple, time-consuming and mechanical tasks of coding and debugging, and not on the more difficult problem of algorithm design. While a computer may never be able to practically design programs, it should at least be able to take a program design and automatically implement it. But this also seems out of reach. There have been a number of unsuccessful attempts at automatic programming. Researchers at MIT, ISI, Stanford, Yale and elsewhere have been working on the problem for a number of years. And, although these efforts have been noteworthy, they have not produced a system that can create anything but the simplest of programs. True automatic programming has not been achieved.

This contrast between the apparent mechanical nature of programming and the difficulty of automating the task raises several interesting and important issues. Automatic programming in the most general sense is known to be very hard, and yet there is no good feel for what makes it so. We first want to determine why automatic programming is hard so that we can concentrate on restricted forms of the problem that are still useful. It is these instances of practical automatic programming that are the focus of this dissertation. Our study determines what kinds of automatic programming problems can realistically be solved. It shows what parts of the task of programming can be automated. And it illustrates how practical automatic programming should be done.

1.2 PRACTICAL AUTOMATIC PROGRAMMING

In order to study practical automatic programming we must first understand exactly what we mean by the term practical. A practical problem represents a compromise between the two conflicting criteria of tractability and the ability to do something worthwhile. A practical problem must be solvable within a realistic time frame and at the same time must be worthwhile in that it must be both nontrivial and useful. The goal of our research, characterizing practical automatic programming, is then accomplished by determining the widest class of automatic programming problems whose solution is feasible.

To determine such a class of problems we need a formal definition of both the term tractable and the term worthwhile. A problem is generally called tractable if it can be solved in polynomial time, that is, if there is a polynomial $P$ such that given input $x$, the problem can be solved in time at worst $P(|x|)$. Where $|x|$ indicates the size of $x$. This notion was introduced by Edmonds [39] and Karp [67, 68] and is currently widely accepted. It is a reasonable one since if a problem can be solved in polynomial time, it can generally handle larger inputs within a realistic time frame. For example, doubling the size of a polynomial problem can only increase its time complexity by a constant factor. In contrast, a problem is called intractable if it requires at least
exponential time, that is, if there is no polynomial P such that the problem is solvable in time P(|x|) on input x. A problem which requires exponential time cannot generally be solved for a large number of inputs as doubling the input size can square the run time of the program.

While many problems are known to be tractable or intractable, there are two classes of problems which are not, those that are NP-complete and those that are PSPACE-complete. A problem is in the class NP if we can solve it in nondeterministic polynomial time, that is, if we are allowed to guess the proper solution and only have to insure that this guess is correct. Clearly any problem that is solvable in polynomial time is in this class. We then say that a problem in NP is NP-complete if it is at least as hard as any problem in NP. Many of the problems that are NP-complete—the traveling salesman problem, satisfiability, integer programming, graph colorability—have been widely studied for a considerable time and no polynomial solutions are known. Along with other evidence, this has led to the belief that NP-complete problems cannot be solved in polynomial time and hence are intractable. The second class of problems we want to consider is the class PSPACE. A problem is in this class if it requires intermediate storage space polynomial in the size of the input. A problem is then called PSPACE-complete if it is in the class PSPACE and is at least as hard as any other problem of the class. PSPACE-complete problems include all problems that are NP-complete and possibly others as well, and are thus also considered to be intractable. In this light we say that an automatic programming problem is tractable if it is solvable in polynomial time and is intractable if it is at least as hard as any problem in the class NP.

It is more difficult to find a definition of the term worthwhile. Since we are actually interested in finding the most useful automatic programming problem that is still tractable, the notion of worthwhile serves only to set a minimum standard for what we consider as automatic programming. We only want to insure that such a problem can involve an actual programming language, and thus, as almost all programming languages have an underlying structure that is at least context free, we say that an automatic programming problem is worthwhile if it at least involves programs in a context free language.

1.3 A LOOK AHEAD

The object of this dissertation is to study the complexity of automatic programming in order to determine what practical automatic programming is and what it is not. We first build a concise mathematical model for automatic programming that shows that it is just the problem of inverting a semantics-specifying mapping. Next we undertake a comprehensive study of the complexity of automatic programming through a study of the complexity of inversion. We show exactly which classes of semantics-specifying mappings can be inverted tractably and which cannot be. This study illustrates the classes of automatic programming problems that are practical and allows us to determine the complexity of any specific problem. Moreover, it actually presents algorithms for doing practical automatic programming. Finally, we consider several
applications of our model. These demonstrate its strengths and weaknesses and show in more detail exactly what practical automatic programming is and how to do it.

This dissertation is completely self-contained. Chapter 2 gives all the definitions necessary to understand the technical aspects of the work. Chapter 3 develops and formalizes the mathematical model of automatic programming. The comprehensive study of the complexity of inverse translation is contained in chapter 4 which defines the appropriate translations and considers the simpler cases, and chapter 5 which extends these results and shows where the boundary between practical and impractical automatic programming lies. Applications of the model are presented in chapter 6. And finally chapter 7 concludes by discussing the meaning and uses of our results. A reader mainly interested in the theory of inverse translation should concentrate on chapters 4 and 5; a reader interested primarily in how our results relate to automatic programming should emphasize chapters 3, 6 and 7.

CHAPTER 2
NOTATION AND BACKGROUND

This chapter provides the notation and background information that is required to understand the techniques and results of this dissertation. This includes the mathematical concepts of sets, mappings, graphs and trees; the language theoretic concepts of strings, languages and grammars; and the concepts of reducibilities and complete problems from the theory of computational complexity. Moreover, since trees are used throughout the dissertation as a way of describing both languages and mappings, a number of methods are introduced for describing and manipulating them. We begin with some basic notation.

2.1 GENERAL NOTATION

We generally use specific types of symbols for various objects. These uses can be summarized as

\[
\begin{align*}
\alpha & \in \Sigma, \gamma, \delta & \cdots & \text{Strings} \\
\Sigma & \in \mathcal{S}, \mathcal{R}, \mathcal{T} & \cdots & \text{Sets of symbols or strings} \\
A, B, C, \ldots & \in \mathcal{N} & \text{Nonterminal symbols} \\
G & \in \mathcal{G} & \text{Grammars} \\
P, R & \in \mathcal{P}, \mathcal{R} & \text{Sets of productions or rules} \\
Q & \in \mathcal{Q} & \text{Sets of states} \\
T & \in \mathcal{T} & \text{Transformations}
\end{align*}
\]
2.2 MATHEMATICAL BACKGROUND

Several mathematical foundations are required throughout this dissertation. These include the concepts of sets, mappings and graphs.

2.2.1 Sets

A set is a collection of objects. We use $a \in A$ to denote the fact that an object $a$ is a member of the set $A$, and $A \subseteq B$ to denote that the set $A$ is contained in the set $B$, that is, every element of $A$ is also an element of $B$. The set theoretic operations of union, intersection, and Cartesian product are defined respectively for sets $A$ and $B$ as

- $A \cup B = \{c \mid c \in A \text{ or } c \in B\}$
- $A \cap B = \{c \mid c \in A \text{ and } c \in B\}$
- $A \times B = \{<a,b> \mid a \in A \text{ and } b \in B\} = \langle A, B \rangle$

where the element $<a,b>$ is called an ordered pair or tuple. All of these operations extend naturally to any finite number of sets.

2.2.2 Mappings And Inverse Mappings

In addition to sets, we work extensively with mappings. A mapping or relation $R$ from a set $A$ into a set $B$ is a subset of $A \times B$ where we denote the fact that $<a,b> \in R$ by $R(a) = b$ or by $R(a) = b$. Since mappings are an integral part of our work, we need a number of related terms. Let $R \subseteq A \times B$ be a mapping. The domain of $R$, denoted $\text{dom}(R)$, is the set $\{a \in A \mid <a,b> \in R \text{ for some } b \in B\}$, and the range of $R$, denoted $\text{range}(R)$, is the set $\{b \in B \mid <a,b> \in R \text{ for some } a \in A\}$. $R$ is said to be defined over a set $C \subseteq A$ if $C \subseteq \text{dom}(A)$. Finally if $R \subseteq A \times B$ and $S \subseteq B \times C$ are relations, then the composition of $R$ and $S$ is the relation

$$S(R) = \{<a,c> \mid \text{there is a } b \in B \text{ with } R(a) = b \text{ and } S(b) = c\}.$$
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There are several properties that a mapping \( R : A \times A \rightarrow A \), from the set \( A \) into itself, can exhibit. It is called reflexive if \( <a,a> \in R \) for all \( a \in A \); is called transitive if whenever \( <a,b> \in R \) and \( <b,c> \in R \), then \( <a,c> \in R \); and is called symmetric if \( <a,b> \in R \) implies that \( <b,a> \in R \). A mapping that is reflexive, transitive and symmetric is called an equivalence relation.

Mappings can also be classified by how they map their domain into their range. A mapping \( R \) is called \textit{many-one} if \( b \in R \) whenever \( R : a \mapsto b \) and \( R : a \mapsto c \), and is called \textit{one-many} if \( a \in R \) whenever \( R : a \mapsto c \) and \( R : b \mapsto c \). A mapping that is both many-one and one-many is called \textit{one-one} and a mapping that is neither is called \textit{many-many}. Note that what is generally called a mapping, we call a many-one mapping or function.

Throughout this dissertation we consider the problem of inverting such mappings. Let \( R : A \times B \rightarrow B \) be a mapping. We define \( S : B \times A \rightarrow A \) as an inverse of \( R \) if \( S \) is defined over the range of \( R \) and if \( S : b \mapsto a \) implies that \( R : a \mapsto b \). This is a slightly weaker definition than is usual for the inverse of a relation [11] as we do not require that \( S : b \mapsto a \) if and only if \( R : a \mapsto b \). However it is precisely what is required for the problem of automatic programming because our interest lies in finding any element \( c \) such that \( R : c \mapsto b \).

2.2.3 Graphs

It is often convenient to formalize objects in terms of graphs. A \textit{directed graph} \( G \) is an ordered pair \( <V,E> \) where \( V \) is the set of vertices or nodes and \( E \subseteq V \times V \) is the set of directed edges. A labeling of a graph is a function \( f \) from the set of nodes into some set \( L \). For a given node \( a \), we call \( f(a) = 1 \) the label of \( a \). In this dissertation we use the term graph to mean a labeled directed graph. If \( e = <a,b> \) is an edge from vertex \( a \) to vertex \( b \) in some graph, then \( e \) is said to \textit{leave} \( a \) and \textit{enter} \( b \). We define the \textit{indegree} of a node to be the number of edges entering it and the \textit{outdegree} of a node to be the number of edges leaving it. Finally, a graph \( G' = <V',E'> \) is called a \textit{subgraph} of a graph \( G = <V,E> \) if \( G' \) is a graph and \( V' \subseteq V \), \( E' \subseteq E \).

We require several definitions concerning a restricted class of graphs, those without cycles. Let \( G = <V,E> \) be a graph. A \textit{path} of length \( n \geq 1 \) is a sequence of nodes \( (a_0,a_1,...,a_n) \) such that \( <a_i,a_{i+1}> \in E \). If \( a_0 = a_n \), the path is called a \textit{cycle}. A graph that contains no cycles is called a \textit{directed acyclic graph} or \textit{dag}. We are particularly interested in a restricted type of dag called a tree. This is a dag with a distinguished node called the root such that there is a unique path from the root to every other node.

2.2.4 Vector Addition Systems

In addition to graphs, we need the formalism of a vector addition system. An \( n \)-dimensional \textit{vector addition system} (VAS) [69] is a pair \( V = <S,d> \) where \( S \) is a finite set of integral \( n \)-vectors and \( d \) is a single integral \( n \)-vector. The principal question involving these is that of reachability. An \( n \)-vector \( a \) is said to be \textit{reachable} by \( V \) if there is a
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sequence of vectors from S, s₁, s₂, ..., sₙ and a corresponding sequence of sums T₀ = d, T₁ = T₀ + s₁, such that Tₙ = a and every component of every Tᵢ is greater than or equal to zero. Testing for reachability is known to be intractable [30].

2.2.5 Infix And Prefix

Throughout this dissertation use examples that involve code generation for arithmetic expressions. An expression that is written in the ordinary way with parentheses and with each operator between its operands is said to be in infix notation. We often use a more concise way of presenting the same expression called prefix notation where there are no parentheses and where each operator is written immediately before its operands. In particular, if E is an infix expression then the corresponding prefix expression E' is defined recursively as

a) if E is a single operand then E' = E;

b) if E = E₁ o E₂ for expressions E₁ and E₂ and operator o, then E' = o E₁' E₂' where E₁' and E₂' are the prefix forms of E₁ and E₂; and

c) if E = (E₁) for an expression E₁, then E' = E₁' where E₁' is the prefix form of E₁.

2.3 STRINGS, LANGUAGES AND GRAMMARS

Many of our results regarding practical automatic programming are based on formal language theory. In particular we make frequent use of
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concerning the hierarchy of languages and the various methods of parsing.

2.3.1 Strings

A string is a sequence of elements from a set of symbols which we call an alphabet. For any string a we denote the iᵗʰ element of a as aᵢ and the number of elements or length of a as |a|. The string containing no symbols is called the null string and is represented by λ. If a and b are strings over some alphabet then we define the concatenation of a and b, a b, as the string constructed by appending the string b to the string a. We represent repeated concatenations of a single string with superscripts. Thus for any string a, a₀ = λ and for i ≥ 1, aᵢ = aᵢ₋₁.

2.3.2 Languages

A set of strings all of whose symbols come from an alphabet E is called a language over E. This is a very broad definition that includes natural languages such as English as well as programming languages such as FORTRAN. We use languages as a way of describing the sets of input and output strings of an automatic programming problem, and hence we are primarily interested in methods of representing large languages in a concise manner. We consider two such methods of representation, expressions and grammars.
While a finite language can be easily represented by listing all of its strings, an infinite language cannot be. We therefore introduce three operations on languages that allow a finite representation of an infinite language. For arbitrary languages A and B we define

1. the concatenation of A and B, AB = {aβ | a ∈ A, β ∈ B};
2. the union of A and B, A ∪ B = {γ | γ ∈ A or γ ∈ B}; and
3. the closure of A, A* = {a^n | i ≥ 0 and a ∈ A}.

Using these operators we can build up expressions that define complex languages in terms of simple ones. Languages that can be constructed from finite languages by means of these expressions are called regular and are said to be defined by regular expressions [11]. For example,

\[
(0)(1)(0)(1)*
\]

is a regular expression denoting the set of all binary integers. We often denote the language containing a one element string by that element. Thus an alternative for this example would be

\[
01(01)*
\]

2.3.3 Grammars

Such expressions cannot describe all of the languages we are interested in. To do this we need the alternative representation of a grammar which provides a formal means for generating all the strings of a language. Formally, we define a grammar as a 4-tuple \(G = (N, Σ, P, S)\) where

1. \(N\) is a finite set of nonterminal symbols;
2. \(Σ\) is a finite set of terminal symbols disjoint from \(N\);
3. \(P\) is a finite subset of \((N ∪ Σ)^* × (N ∪ Σ)^*\) called the productions of \(G\); and
4. \(S ∈ N\) is a distinguished symbol called the start symbol.

We denote a production \(αβ\) of \(P\) by \(α → β\). As an example of a grammar consider

\[G_0 = (\{A, S\}, \{0, 1\}, P, S)\]

where \(P\) contains the rules

\[
S → 0A1 \\
A → 0A1 \\
A → 1
\]

A grammar describes a language by being able to generate it. Let 
\(G = (N, Σ, P, S)\) be a grammar. Then we define the set of sentential forms of \(G\) recursively as

1. \(S\) is a sentential form;
2. For strings \(α, β, γ, δ \in (N ∪ Σ)^*\), if \(γδβ\) is a sentential form and \(γβ = γδβ\) is in \(P\), then \(γδβ\) is also a sentential form.

The language generated by the grammar \(G\), denoted \(L[G]\), is then the set of all sentential forms of \(G\) containing only terminal symbols. We can represent the action of 2) above by the relation directly derives denoted \(→^*\). Thus for some production \(γδβ\) in \(P\), we write \(γδβ \xrightarrow{→^*} γδβ\).

If \(G\) is understood here we omit it, using only \(→^*\). We denote a chain of one or more such operations by \(→_G^*\). Thus \(α \xrightarrow{→_G^*} β\) if and only if there are strings \(γ_1, ..., γ_n\), \(n ≥ 1\), such that

\[
α \xrightarrow{\gamma_1} γ_1 \xrightarrow{\gamma_2} γ_1γ_2 \xrightarrow{\gamma_3} γ_1γ_2γ_3 \xrightarrow{\gamma_{n−1}} γ_1γ_2γ_3...γ_{n−1} \xrightarrow{\gamma_n} β
\]
describe them. Thus a parse can describe a large number of distinct derivations.

There are several properties of derivations and grammars that are important to us. A derivation is called leftmost if whenever \( a \beta \gamma \rightarrow a \delta \gamma \) by a production \( \beta \rightarrow \delta \), then \( a \in \mathcal{L}^* \), i.e., the next production is applied at the leftmost possible point in the sentential form. We then call a parse leftmost or left-to-right if it can describe a leftmost derivation. Note that a leftmost derivation or parse can be uniquely described with only a sequence of productions. Next we say that a grammar contains a cycle if there is a nonterminal \( A \) such that \( A \rightarrow A \). A grammar which contains no cycles is called cycle-free. Finally a grammar is called ambiguous if there is at least one string \( a \) in \( L(G) \) that has two distinct parses.

2.3.4 The Hierarchies Of Languages And Mappings

One of the principal contributions of formal language theory has been the definition by Chomsky [31] of a hierarchy of languages based on restricted types of grammars. Let \( G = (V, \Sigma, P, S) \) be a grammar. Then \( G \) is called regular if each production in \( P \) has the form \( A \rightarrow aB \) or \( A \rightarrow a \) where \( A \) and \( B \) are in \( V \) and \( a \in \Sigma^* \); \( G \) is called context-free if each production in \( P \) has the form \( A \rightarrow \beta \) for \( \beta \in (V \cup \Sigma)^* \); \( G \) is called context-sensitive if each production in \( P \) has the form \( a \beta \rightarrow a \delta \) for \( a, \beta \in (V \cup \Sigma)^* \) and \( |\alpha| \leq |\beta| \); and otherwise \( G \) is called unrestricted. The class of languages that can be generated with regular grammars is the class of regular languages which can also be described by regular expressions. The class of lan-
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Languages that can be generated by context free (context sensitive) grammars is called the context free (context sensitive) languages. Finally, the class of languages that can be generated by unrestricted grammars is called the recursively enumerable languages. In addition to these types of languages based directly on grammars, we say that a language $L$ over and alphabet $\Sigma$ is recursive if $L$ is recursively enumerable and if its complement language,

$$L = \{a \in \Sigma^* | a \not\in L\},$$

is also recursively enumerable. It has been shown that the recursive languages include all context sensitive languages and form a proper subset of the recursively enumerable languages.

Given this hierarchy of languages, we can define an equivalent hierarchy of mappings. Let $\Sigma$ and $\Delta$ be alphabets. We define a homomorphism from $\Sigma$ into $\Delta$ as a mapping $h: \Sigma^* \rightarrow \Delta^*$ such that $h(ab) = h(a)h(b)$ for all strings $a$ and $b$. Then we say a mapping $R$ is characterized by a language $L$ if there are homomorphisms $h_1$ and $h_2$ such that $R = \{ < h_1(a), h_2(a) > | a \in L \}$. $R$ is said to be a regular (context free, context sensitive, recursive, recursively enumerable) mapping if and only if it can be characterized by a regular (context free, context sensitive, recursive, recursively enumerable) language. We often call a regular mapping a gsm mapping [61].

2.3.5 Turing Machines

Another way of defining the same hierarchy is through a hierarchy of restricted machines. The most common such machine is called a Turing machine [61] and is defined as the 5-tuple $M = \langle Q, \Sigma, \Gamma, \delta, q_0 \rangle$ where

1. $Q$ is a finite set of states;
2. $\Sigma \cup \Gamma$ is the input alphabet;
3. $\Gamma$ is the tape or output alphabet;
4. $\delta \subseteq Q \times \Gamma \times (\{-1, 0, 1\} \times Q$ is the transition function; and
5. $q_0 \in Q$ is the initial state.

Intuitively $M$ consists of an infinite tape, a finite control, and a single tape head. The tape consists of a one-way infinite sequence of tape squares each of which can contain a single element of $\Gamma$. This tape can be read or written one square at a time by positioning the tape head over the square to be accessed. $M$ then operates by making a series of moves or transitions based on a finite state control composed of the set of states and the transition function. Initially the tape contains a finite input string $a$ followed by an infinite string of blanks, the tape head is positioned over the first character of $a$, and $M$ is said to be in state $q_0$. Each move of $M$ is determined from $\delta$ based on the current state and the contents of the tape cell under the tape head. If $M$ is in state $q$ and is reading the symbol $a$, and if $< q, a, b, n, q' > \in \delta$, then $M$ can move by writing $b$ on the current tape square, moving the tape head one square left if $n = 1$ or one square right if $n = 1$, and going into state $q'$. If there are several possible transitions for a given state and tape symbol, we assume $M$ chooses the "right" one and call $M$ nondeterministic. Finally, if $M$ enters a situation where it cannot make a move, then it is said to halt, and we say that the string $\theta$ consisting of the tape con-
said to halt, and we say that the string $\beta$ consisting of the tape contents up to the first blank is the output of $M$ given $a$. We say that $M$ maps $a$ into $\beta$ if there is a sequence of transitions of $M$ such that given $a$ initially, $M$ halts with output $\beta$. It is known [61] that the class of mappings defined by Turing machines is precisely the class of recursive mappings. Moreover, it is also known [61] that any mapping that can be defined by a "reasonable" programming language can also be defined by a Turing machine.

One restricted form of Turing machine is also of interest to us. This is the class of linear bounded automata (LBA) where the tape is finite and contains exactly one cell for each character of the input string. It has been shown [61] that the class of languages definable by nondeterministic linear bounded automata is the class of context sensitive languages.

2.3.6 Parsing Context Free Grammars

Most of the work concerning grammars and parsing has involved context free grammars. These can be used to describe most useful languages including the underlying structure of most programming languages. Moreover, they exhibit several convenient properties [11]. Every parse of a context free grammar is leftmost, i.e. can be thought of as describing a leftmost derivation. Moreover, every context free grammar that contains cycles is effectively equivalent to another context free grammar that is cycle-free. Finally, context free grammars can be parsed relatively quickly.

Several algorithms have been proposed for parsing an arbitrary context free grammar and most of these construct a data structure that embodies all possible parses of the given string so that either the existence of a parse or any particular parse can easily be found. We call such a parsing algorithm universal. The most popular universal algorithm was originally proposed by Earley [38]. The basic element of his algorithm is an item which describes a potential parse starting at a specific point of the given string and using a specific production. It consists of a production with a marker called a dotted rule and an integer. We represent an item as $[A\rightarrow a\beta, n]$.

where $A\rightarrow a\beta$ is a production, $\beta$ is the marker, and $n$ is the integer denoting where in the source string the potential parse begins. The algorithm operates by constructing a list of all items that can possibly be used in a parse of each initial substring of the input string. It has been briefly stated by Ullman [128] as

EARLEY'S ALGORITHM for Parsing a Context Free Grammar:

Given: A context free grammar $G=(N, \Sigma, P, S)$ and a string $s=a_1 \ldots a_n$.

Construct: Item lists $E_0, \ldots, E_n$.

1. Construct $E_0$ as follows:

   a) Add $[S\rightarrow a, 0]$ to $E_0$ for each $S\rightarrow a$ in $P$.

   b) Apply the following closure operation with $j=0$.

   The closure rules for $E_j$ are

   i) If $[A\rightarrow a\beta, i]$ is on $E_j$ and $B\rightarrow \gamma$ is a production, add $[B\rightarrow \gamma, j]$ to $E_j$;
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2. Suppose \( S_{j-1} \) has been constructed. Construct \( S_j \) as follows:
   a) For all \([A \rightarrow a_j S, i] \) on \( S_{j-1} \) add \([A \rightarrow a_j S, i] \) to \( S_j \);
   b) Apply the above closure rules to \( S_j \).

It has been shown [128] that

FACT: Item \([A \rightarrow a_i S, i] \) is placed on \( S_j \) if and only if there is a derivation \( S \Rightarrow a_1 \ldots a_i A \Rightarrow a_1 \ldots a_i a_j S \).

Thus, there is an item \([S \rightarrow a_i S, 0] \) in \( S^n \) if and only if \( s \) is in \( L(G) \).

As an example of this algorithm consider the simple grammar \( G_0 \) on page 16 and the string \( s=0011 \). The corresponding item lists are

\( S_0: \) \([S \rightarrow QA1, 0] \)
\( S_1: \) \([S \rightarrow QA1, 0] \)
\( \quad [A \rightarrow QA1, 1] \)
\( \quad [A \rightarrow A, 1] \)
\( \quad [S \rightarrow QA1, 0] \)
\( S_2: \) \([A \rightarrow QA1, 1] \)
\( \quad [A \rightarrow QA1, 2] \)
\( \quad [A \rightarrow A, 2] \)
\( \quad [A \rightarrow QA1, 1] \)
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\( S_j: \) \([A \rightarrow QA1*, 1]\)
\( \quad [S \rightarrow QA1, 0] \)
\( S_i: \) \([S \rightarrow QA1*, 0] \)

and the resultant derivation is

\( S \Rightarrow QA1 \Rightarrow 00A11 \Rightarrow 0011 \).

2.4 TREES

A tree is defined as a labeled directed acyclic graph with a distinguished node called the root such that there is a unique path from this node to every other node. It is easy to see that this definition implies that the root has indegree zero and that all other nodes have indegree one [11]. We call a node of a tree with outdegree zero a leaf or terminal node of the tree, and a node with positive outdegree an interior node. A subtree \( T'=<V',E'> \) of a tree \( T=<V,E> \) is a subgraph of \( T \) such that there is no edge in the tree \( T \) leaving a node of \( V' \) and entering a node of \( V \) not in \( V' \). A subtree is clearly a tree in itself and every node of a tree is the root of an unique subtree of the tree [11]. If an edge leaves node \( A \) and enters node \( B \), then \( A \) is called the father of \( B \) and \( B \) is called the son of \( A \). We often use the term son to refer to the unique subtree that is rooted at the corresponding node.

Finally we say that a tree has \( k \) levels or is of depth \( k \) if the longest path from the root to a leaf has length \( k+1 \).
In addition to labeling our trees, we also order them. A tree is ordered if the sons of each node appear in a fixed order. We draw an ordered tree with the root on top and with all arcs going down. Each node is represented by its label and the sons of a node are ordered by their appearance from left to right. Two simple trees are illustrated below:

$$t_1 = \begin{array}{l}
A \\
\_ \_ \_ \\
b \quad B \quad c \quad d
\end{array} \quad t_2 = \begin{array}{l}
B \\
\_ \_ \_ \\
b \quad c \quad d
\end{array}$$

Here the root of $t_1$ is labeled $A$, and $t_1$ has two interior nodes, $A$ and $B$, and four leaves, $a, b, c, d$. The sons of $A$ are in order the nodes labeled $a$ and $B$. Finally the tree $t_2$ is the subtree of the tree $t_1$ rooted at the node $B$.

2.4.1 Ranked Alphabets

Most of the trees we consider have labels drawn from a fixed finite alphabet in a limited way. For example, we might want $A$ and $B$ to only be labels of interior nodes and $a, b, c, d$ to only be the labels of leaves. To accomplish this we distinguish the subsets of symbols that can be used to describe a node of the tree based on the outdegree of that node. Formally we say that an alphabet $\Sigma$ is ranked [41] if there is a finite relation $R \subseteq \Sigma \times N$, where $N$ is the set of natural numbers, such that $\sigma \in \Sigma$ can be used to label a node with outdegree $k$ if and only if $<\sigma, k> \in R$. We denote the set of all possible labels of nodes with outdegree $k$ as

$$\Sigma_k = \{\sigma \in \Sigma \mid <\sigma, k> \in R\}.$$  

A ranked alphabet is generally specified by a finite collection of subsets of this form, and a tree is said to be defined over such a ranked alphabet if its labels are restricted in this manner. Finally we denote the set of all trees that are defined over the ranked alphabet $\Sigma$ by $T_\Sigma$.

2.4.2 Tree Expressions

While a ranked alphabet allows us to define some limited sets of trees, we often need more specific sets. For this purpose we introduce tree expressions [41] which are a way of building up sets of trees in a limited way. Let $\Sigma$ be a ranked alphabet and $N$ a set of symbols. Then we can formally define tree expressions and the sets of trees they denote recursively as

1. $N$ is a tree expression denoting the set of single node trees labeled by an element of $N$;

2. $T_\Sigma$ is a tree expression denoting the set of all trees defined over $\Sigma$;

3. if $E$ and $E'$ are tree expressions denoting sets of trees $T$ and $T'$ respectively, then
   a) $E^k$ is a tree expression denoting the set of all trees in $T$ that have $k$ levels.
   b) $N(E)$ is a tree expression denoting the set of all trees whose root is labeled with an element of $N$, has outdegree one, and whose only son is a tree from $T$;
c) $E \cup \epsilon \epsilon$ is a tree expression denoting $T \cup T'$;

d) $E[E']$ is a tree expression denoting the set of all trees that can be formed by taking a tree in $T$ and replacing zero or more of its leaves with trees in $T'$; and

4. nothing else is a tree expression.

For example, if $\mathcal{I}$ and $\Delta$ are ranked alphabets and $Q$ is a set of symbols, then $\mathcal{T}_\Delta^2(Q(T_\mathcal{I}))$ is the set of all trees where the root is in $\Delta$ and where the sons of the root are either elements of $\Delta_0$ (since it is a 2-level tree) or are trees whose root is in $Q$ and whose only son is a tree over $\mathcal{I}$.

2.4.3 Linear Tree Representation

Since it will often not be convenient to draw a tree every time we need to describe one, we introduce a linear or string representation for trees. We represent a leaf by its label and an interior node by a string composed of its label, the metasymbol '(', the representation of each of its subtrees in order, and the metasymbol ')'. A tree is then described by the representation of its root. Thus the tree $t_1$ presented earlier is represented as $A(aB(bcd))$ and the tree $t_2$ as $B(bcd)$.

2.4.4 The Frontier Function

In addition to describing trees and sets of trees, we need to describe the string represented by a tree. We call the string composed of the labels of the leaf nodes of a tree in the left-to-right order in which they appear the frontier of the tree. Formally, we define the frontier function of a tree $t$, $fr(t)$, recursively as

1. if $t$ is a single leaf labeled $a$, then $fr(t)=a$; and

2. if $t=A(t_1 \ldots t_k)$, a tree with root $A$ and $k$ sons, $t_1 \ldots t_k$, then $fr(t)=fr(t_1) \ldots fr(t_k)$.

Thus the frontier of the tree $t_1$ is the string 'abcd' and that of $t_2$ is 'bcd'.

If $t \in T_{\Delta}$ where $\Delta$ is the ranked alphabet constructed from a ranked alphabet $\mathcal{I}$ and a set of states $Q$ such that

$\Delta_i = \mathcal{I}_i$ for $i \not= 1$, $\Delta_1 = \mathcal{I}_1 \cup Q$;

then we recursively define the state-frontier of $t$, denoted $fr_Q(t)$, as

1. $fr_Q(a)=a$ if $a \in \mathcal{I}_Q$;

2. $fr_Q(q(t_1))=q$ if $q \in Q$; and

3. $fr_Q(A(t_1 \ldots t_k))=fr_Q(t_1) \ldots fr_Q(t_k)$ if $A \in \Delta_k$.

Intuitively this is the frontier of the tree if we consider the states or elements of $Q$ as terminal symbols and discard the portion of the tree below them.
2.4.5 Parse Trees

One of our most common uses for trees is to represent a parse of a context-free grammar. Let $G = \langle N, \Sigma, P, S \rangle$ be a context-free grammar. Then a **parse** or **derivation tree** for $G$ is a tree where each leaf is labeled by a symbol from $\Sigma \cup \{\lambda\}$, where each interior node is labeled by a symbol from $N$, where the root is labeled with $S$, and where if an interior node is labeled $A$ and has sons that are labeled in order $X_1, \ldots, X_n$, then the production $A \rightarrow X_1 \ldots X_n$ is in $P$. A tree $t$ is called a parse tree for a string $s$ using $G$ if $t$ is a parse tree for $G$ and $fr(t) = s$. It should be obvious how such a tree describes a number of equivalent derivations or a parse of the string $s$. Moreover, it is important to note the taking the frontier is an inverse operation to finding a parse.

As an example of a parse tree, consider the context-free grammar

$$G = \langle \{A, B\}, \{a, +, *, A\}, P, A \rangle$$

where $P$ contains the rules

- $A \rightarrow A + B$
- $A \rightarrow B$
- $B \rightarrow B \ast a$
- $B \rightarrow a$

A simple derivation for the string '$a + a \ast a'$ would be

$$A \rightarrow A + B \rightarrow B + B \rightarrow a + B \rightarrow a + B \ast a \rightarrow a + a \ast a$$

which would be represented by the parse tree

---

2.4.6 Tree Rewriting Systems

Many of the semantic mappings that we use throughout this dissertation are based on parse trees. They start with a parse tree for a given string and transform it into a new or target tree whose frontier is the desired result. The specific types of mappings are defined throughout chapters 4, 5 and 6 and are all based on the framework of tree rewriting systems.

A **tree rewriting system** \([41]\) is the equivalent of a grammar for trees. Formally it is a 5-tuple \(<I, \Delta, Q, q_0, R>\) where \(\Gamma\) and \(\Delta\) are ranked alphabets describing the set of input and output trees respectively, \(Q\) is a finite set of states, \(q_0 \in Q\) is a distinguished state, and \(R\) is a finite set of rules. Each rule consists of two finite trees, one that must match a subtree of the original tree and one that describes how to modify the subtree that is matched. The finite set of states is used to control the mapping. A state \(q_a \in Q\) is associated with a subtree \(t'\) in a tree \(t\) if \(t'\) is replaced with the tree \(q_a(t')\) in \(t\). Thus in
the subtree $A(B(a))$ is associated with the state $q_a$ and the subtree $*$ is associated with the state $q_a$.

A rule of a tree rewriting system consists of a source pattern and a replacement pattern. The source pattern is an arbitrary (finite) tree, but for our uses will generally involve at least one state, elements of $\Sigma$, and possibly tree variables. A tree variable is simply a variable that can represent a single arbitrary tree throughout the application of a rule and will be selected from the set $X=(x_1,x_2,x_3,\ldots)$. A source pattern is said to match a subtree if that pattern can be placed on top of the subtree so that it matches exactly except for tree variables, and so that each tree variable is associated with a unique tree. Formally, let $r$ be a rule with source pattern $p$ and let $t$ be a subtree. We say that $p$ matches $t$ or that $r$ is applicable to $t$ if and only if

a) $p$ consists of a single tree variable $x_i$, $x_i$ is defined, and $x_i=t$;

b) $p$ consists of a single tree variable $x_i$, and $x_i$ is undefined, in which case $x_i$ is defined to be $t$;

c) $p$ consists of a single node which is not a tree variable and $p=t$; or

d) $p$ consists of a tree with root $A$ and $k$ sons $p_1\ldots p_k$ and $t$ is also a tree with root $A$ and with $k$ sons $t_1\ldots t_k$ such that $p_i$ matches $t_i$ for $1\leq i\leq k$.

Thus the source pattern $q_a(A(x_1+2))$

would match the tree $q_a(A(A(B(a))+B(B(a)*a)))$

with the assignments $x_1=A(B(a))$ and $x_2=B(B(a)*a)$.

Once a rule is applicable to a given subtree, the rule can be applied. This consists of replacing the matched subtree with a new subtree that is based on the right part of the rule. This tree is created in the obvious way, taking the replacement pattern and substituting
for each tree variable the unique tree that was associated with that
variable in the matching process. Thus for the match given above, if
the complete rule was $q_a(A(x_1+x_2)) \rightarrow A(q_a(x_1)q_b(x_2))$

then the result would be $A(q_a(A(a)))q_b(B(a+a))$.

If a tree $t$ can be transformed into a tree $t'$ by a rule of a tree
rewriting system $T$, we say $t$ derives $t'$ by $T$ and denote this $t \rightarrow_T t'$.
The notation $t \rightarrow^*_T t'$ (i.e. $t \rightarrow^*_T t'$) then means that $t'$ is derivable from $t$
using zero or more (one or more) applications of rules of $T$. If there
is no confusion we omit the $T$ and just write $t \rightarrow t'$.

Finally, a tree rewriting system can be classified by how it uses
the distinguished state $q$ to start and end a transformation. If it uses
$q$ as an initial state, assigns it to the root of the source tree before
any rules are applied, and then halts when no states remain in the tree,
it is called top-down. It is called bottom-up, on the other hand, if it
uses $q$ as a final state and halts when $q$ is assigned to the root of a
tree containing no other states.

2.5 COMPLEXITY THEORY

Much of this dissertation is concerned with the complexity of
inverse translation and its applications to automatic programming and we
therefore require several concepts from the theory of computational
complexity. We consider such complexity in reference to the realistic
abstract model of a random access machine (RAM) where we have a poten-
tially infinite number of registers (memory) that can store integer
values up to some arbitrarily large fixed value and a finite control or
program that can access any of these registers and perform simple opera-
tions—i.e. arithmetics, comparisons, loads and stores—with them.
Such a model, described formally and in more detail in [4], closely
approximates most current computers and hence allows our complexity
results to be thought of in terms of real machines.

Given such a model of computation, we can consider the complexity
of a given problem. We say that a problem is solvable in time $t(n)$ if,
for all inputs of length $n$, the number of primitive operations or RAM
instructions needed to compute the solution is bounded by the function
t$(n)$. Similarly we say that a problem is solvable in space $t(n)$ if for
all inputs of length $n$, at most $t(n)$ registers of the RAM are required
for temporary storage in computing a solution. We introduce the
approximate notion of order [74] and say that a problem has time (space)
complexity on the order of $t(n)$, denoted $O(t(n))$, if there is a constant $c$, independent of $n$, such that the problem is always solvable in time (space) $ct(n)$. Finally we say that a problem is unsolvable or (recursively) undecidable if there is no algorithm that can solve it.

One important feature of algorithms and machines is nondeterminism. We have already discussed nondeterministic Turing machines and can similarly consider nondeterministic algorithms where there can be several alternative next steps and the program can choose between them. We say that a nondeterministic algorithm halts successfully if there is some valid sequence of computations that would cause it to halt successfully. This makes nondeterminism seem quite powerful since a nondeterministic algorithm can guess the proper solution and then just has to check if it is correct. We say that a problem is solvable in nondeterministic time (space) $t(n)$ if there is a nondeterministic algorithm that can solve it and which requires at most time (space) $t(n)$.

We define a complexity class as the set of problems that are solvable in deterministic or nondeterministic time $t(n)$ for some set of functions $t(n)$. For example the class of polynomial time problems, denoted $\text{PTIME}$, is the set of all problems that can be solved in deterministic time $t(n)$ for some polynomial $t$. Similarly we define the class $\text{NPTIME}$ or just $\text{NP}$ as the set of all problems solvable in nondeterministic polynomial time, $\text{PSPACE}$ as the set of all problems solvable in nondeterministic polynomial space, and $\text{EXPTIME}$ as the set of problems solvable in deterministic exponential time. It has been established [4] that

\[ \text{PTIME} \subseteq \text{NP} \subseteq \text{PSPACE} \subseteq \text{EXPTIME} \]

and that

\[ \text{PTIME} \neq \text{EXPTIME}. \]

Finally we say that a problem is hard for a class $C$, denoted $C$-hard, if it is at least as difficult as any problem in $C$, and that a problem is $C$-complete if it is in the class $C$ and is $C$-hard.

2.5.1 Reducibilities And Complete Problems

One way of showing that a problem is hard or complete for a class and of comparing the complexity of two problems in general is by means of reducibilities [67]. A problem $A$ is polynomial reducible or just reducible to a problem $B$ if an instance of problem $A$ can be transformed in deterministic polynomial time into an instance of problem $B$ such that any solution found for this new problem can be translated into a solution for problem $A$. It is clear that if a problem $B$ is in any of the complexity classes mentioned above and if a problem $A$ is reducible to $B$, then $A$ is also in the class.

We can use this notion of reducibility to prove that a problem in some complexity class is complete for that class by showing that every other problem in the class is reducible to it. Once we have one complete problem however, we need only show that it is reducible to some second problem in the class to show that this new problem is also complete. This latter technique is the one we use in this dissertation. We note that the following problems are known [67] to be NP-complete:
3-SATISFIABILITY

Given disjunctive clauses $D_1, D_2, \ldots, D_r$ each consisting of at most 3 literals of the set $(u_1, u_2, \ldots, u_m)$, determine if there is a truth assignment to $u_1 \ldots u_m$ such that the clauses are simultaneously satisfied.

KNAPSACK

Given a set of values $a_1, a_2, \ldots, a_r$ and an objective $b$, all integers, determine if there is some subset of the values that sums to $b$, i.e. $(\exists a_j \cup b)$ has a 0-1 solution.

It is also known [4] that the problem of determining if a given string is in an arbitrary context sensitive language is PSPACE-complete. Moreover it has been shown [55] that there is a hardest context sensitive language, that is, a language $L$ such that for any context sensitive language $M$ there is a function $f$ computable in linear time such that $x \in M$ if and only if $f(x) \in L$. Using these two facts we note that the problem

CONTEXT SENSITIVE RECOGNITION

Given a string $s$, determine if $s$ is in a fixed context sensitive language.

is PSPACE-complete.

2.5.2 The Complexity Of Context Free Parsing

In addition to proving problems NP-complete or PSPACE-complete and hence showing them intractable, we consider the more practical problem of parsing a context free grammar. Earley's algorithm discussed earlier requires time $O(n^2)$ if the grammar is unambiguous and time $O(n^3)$ in the general case, and is perhaps the best practical algorithm. We denote by $T_{\text{parsing}}(n)$ the time required to find a single parse of an arbitrary context free grammar for an arbitrary string of length $n$, and we denote by $T'_{\text{parsing}}(n)$ the time required to find all parses. For a given grammar and string of length $n$ there can be an infinite number of parses if the grammar contains cycles and an exponential number if not [11]. We do not require that all parses be output here, but rather that a data structure be created that represents all parses. An example of such a structure is the set of item lists produced by Earley's algorithm. For both of these complexities, if $n$ is implicit we will omit it and just write $T_{\text{parsing}}$ or $T'_{\text{parsing}}$. It is then known that

$$0(n^2) \leq T'_{\text{parsing}} \leq O(n^{2.81})$$

by the result of Valiant [130] and the fact that it can take $O(n^2)$ storage to describe all parses of a string. Little is known about $T_{\text{parsing}}$ other than the trivial fact that

$$0(n) \leq T_{\text{parsing}} \leq T'_{\text{parsing}}.$$
CHAPTER 3

A MODEL FOR AUTOMATIC PROGRAMMING

Before we can consider the complexity of automatic programming and before we can describe what practical automatic programming is and is not, we must provide a formal description of the problem. The purpose of this chapter is to develop a mathematical model of automatic programming. We first consider several instances of the problem and deduce their common elements. From these elements we construct a concise model that correctly reflects automatic programming. We next illustrate this model by showing how it fits a specific instance of the problem. Finally, we consider how this model reflects the complexity of automatic programming.

3.1 AUTOMATIC PROGRAMMING

Automatic programming is a label given to a variety of projects whose principal purpose is to automate the use of computers. These projects range from machine independent compilers to the use of everyday English as a programming language; from programming by examples to programming in the first order predicate calculus. In this section we take a close look at what various people call automatic programming and deduce from it the essential elements of the problem.

There have been several efforts aimed at allowing the user to specify a problem in English and have the computer do the rest. The earliest work in this area involves Heidorn's efforts in generating GPSS simulation programs from an English dialogue description [56]. His system uses a semantic net both to represent the problem and to serve as a basis for generating the GPSS program. A more recent effort is that of Balzer [16]. He views automatic programming as a four step task: first understanding the problem through a natural language dialogue; then finding a high level process or algorithm for solving the problem; next verifying that this algorithm is the desired one; and finally coding the algorithm in some computer language. Another major effort in this area is being undertaken at MIT [86, 108]. This involves the generation of business data processing systems based on a natural language dialogue. Once the problem is understood here it is translated into MAPL, a relational modeling language, and a PL/1 program is constructed from this MAPL description. A final effort at programming with natural language is the work being done at Stanford by Green [51]. Here a combination of English and examples is converted into a very high level program which in turn is coded in LISP or SAIL.

One major difficulty with these efforts is the complexity of understanding natural language. While this is an important problem in its own right, it is really not automatic programming. The automatic programming part of these systems consists only of the translation of
some formalism for English—semantic nets for Heidorn, a very high level programming language for Balzer and Green, MAPL for the MIT group—into some computer language. Other automatic programming efforts avoid this difficulty. One of the best known of these was the development of the HACKER system by Sussman [121]. He uses a very limited domain—several blocks on top of a table—and a formalism based on LISP and the predicate calculus. Automatic programming then consists of finding a sequence of commands for a mechanical arm that achieves a desired state of the set of blocks based on a given initial state.

Several other automatic programming efforts have been based on a formal specification of the problem. Early efforts in this area by Waldinger [81] and Manna [88] used the first order predicate calculus. Here a problem is represented by the relation between its input and output variables and automatic programming is accomplished by means of theorem proving. The theorem to be proved is simply the relationship that defines the problem and the available axioms specify what each construct of the target language does. A formal proof of the relationship using these axioms can easily be transformed into a valid program. Recent efforts along these same lines include further work of Manna and Waldinger [89] and the system of Darlington based on second order predicate calculus [34].

Another form of automatic programming offers a compromise between natural language and highly formalized problem specification. This is programming by example and is characterized by the work of Summers [119]. In this system a problem is specified by giving a number of input-output pairs that illustrate what is to be computed. These pairs are then transformed into a set of recurrence relations from which a recursive LISP program is generated. Other systems that involve programming by example include the work of Biermann with Turing machines [22] and the early work of Green with LISP [51].

A final focus for automatic programming is the problem of automatic code generation. Here both a source program and a machine description are given and the object is to translate the program into machine language for the given machine. These efforts are best characterized by work continuing at Yale by Perlis, Fraser, Wick and others [134,46]. Here the program is given in a very simple programming language roughly equivalent to the intermediate language of a compiler, and the machine is specified using ISP (Instruction Set Processor), a common formalism introduced by Bell and Newell [20].

In order to develop a formal model of automatic programming we must determine the common elements of these examples. The clearest element is that of translation. All of these efforts are concerned with the problem of translating a program or problem in one language into a computer program in a second language. The natural language based systems use a formalism of English—either semantic nets, a very high level language, or MAPL—as the source language. The HACKER system uses a set of blocks world predicates. Manna and Waldinger use the predicate calculus. Summers' programming by example system uses the set of recurrence relations constructed from the given set of examples. And the
efforts at Yale in automatic code generation use a simple programming language as the source.

Translation is characteristic of many different problems. However, while most such problems are based on straightforward, well-defined mappings, the various automatic programming problems are not. Thus another common element of automatic programming problems is that they are based on a vaguely defined translation. Through further analysis we show this is actually the inverse of a well-defined translation.

3.2 SEMANTICS

We have shown that automatic programming can be viewed as the translation of a program in some source language into a corresponding program in some target language. This is not an arbitrary transformation, but rather one that preserves the meaning or semantics of the source program. The concept of formal semantics is central to the problem of automatic programming. The semantics of the source language and specifically of the source program must be clearly defined. Moreover the semantics of the target language are necessary to determine if the resultant program is a proper one.

The simplest approach to formal semantics is translational. Here a program is defined in terms of another, equivalent program in some standard well-defined language. The translational approach is characterized by the use of a formal translation that takes a program of the source language into an equivalent program in the base language. The most common such translations are attributed grammars in work done by Knuth [75] and Lewis, Rosenkrantz and Stearns [83], and syntax-based translations in the work of Irons [63], Feldman and Gries [43], and Aho and Ullman [7, 10, 11]. Since this approach is the simplest formal approach to semantics, we use it as a foundation for our model of automatic programming.

Another approach to semantic specification is interpretive. This is characterized by the use of an interpretive mechanism—either a machine or a mathematical formalism—that takes the original program and executes it. Here the semantics of the program are represented by the resultant execution sequence. There are essentially three types of interpretive semantics: operational, denotational, and axiomatic. Of these, operational semantics are the most computer-oriented and the only ones we use. Here a formal machine is specified along with a simple translation of the source language into the input language for this machine. The semantics of a program are represented by the sequence of states the machine passes through while executing the program. The principal examples of this approach involve the use of WDL (Vienna Definition Language) [133], SECD (Store, Environment, Control, Dump) [78], and ISP [20] as the interpreting machine. Denotational semantics use recursive functions to execute the given program in a more abstract setting. These are characterized by the work of Scott [113], McCarthy [92] and Stratchey [118]. Finally, axiomatic semantics relate programs to well-formed formulas of some logic. The efforts of Floyd [45] and Hoare [58, 59] are the principal examples of this abstract approach.
These formal methods of semantic specification have a number of common elements. They all represent a program as an element of a semantic domain. With translational semantics this is as a program in a base language, and for interpretive semantics this is as a sequence of machine states in the set of all such sequences. Moreover these methods all define an easily computable mapping that can take a program in some language into its semantic representation. Thus, regardless of which formal semantics we use, a program is represented by a form or structure in some semantic domain, and a programming language is represented by a mapping from that language into this semantic domain.

3.3 DEVELOPING THE MODEL

With this notion of semantics we can develop a model that reflects the common elements of the problem of automatic programming. A common basis is that of translation. Given a problem or program in a source language, the object of automatic programming is to generate an equivalent program in the target language. Thus the problem can be viewed as
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where the single arrows represent the semantic mappings and the double arrows represent the translation of automatic programming.

We can simplify this model by noting that semantics-specifying mappings are generally quite easy to compute. Since we are actually interested in the semantic representation or meaning of the source program rather than the program itself, we can consider this semantic representation as the input. This eliminates one of the three languages and one of the mappings of the model and lets us state the problem of automatic programming as
Given the semantics of a program in some semantic representation and a semantic characterization of the target language in terms of this semantic representation, find a target language program whose semantics are equivalent to the given ones.

This can be depicted as
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This is still not a complete model of automatic programming as the notion of equivalence is still not well-defined. The general definition of equivalence—that two programs are equivalent if they compute the same function—is recursively undecidable and represents an overly complex problem specification. To make the problem more meaningful we must allow for a more restricted notion of equivalence. We do this by having an appropriate equivalence relation as part of the problem input. This relation can be viewed as a mapping that can take any program into any equivalent program. Then the problem of automatic programming becomes

Given the semantics of a program in some semantic representation, a semantic characterization of a target language in terms of this semantic representation, and a mapping defining the notion of equivalence, find a target language program whose semantics can be mapped into that of the original program by the equivalence mapping.

If we then allow for an intermediate program as the actual semantic representation of the target program, we can view automatic programming as
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Here the constraint that the source and target programs have the same meaning is reflected in the two mappings. In particular, the original program must be an image of the semantic representation of the target program which must in turn be the image of the actual target program. If we let S denote the semantic mapping, E the equivalence mapping, x the program to find, and p the given program, this condition can be stated mathematically as

\[ p = E(S(x)) \]

But then \( x \) can be obtained from \( p \) by inverting these mappings. In particular

\[ x = S^{-1}(E^{-1}(p)) \]

Thus automatic programming can be viewed as the problem of inverting semantics-specifying mappings.

We can simplify this model one step further by composing the two mappings. Then the problem of automatic programming can be stated as
Given the semantics of a problem in some semantic representation and a mapping defining the semantics of the target language in terms of this semantic representation, find a target program whose image under this mapping is the semantics of the original problem.

It is again clear that automatic programming is simply the problem of inverting a semantics-specifying mapping. This final concise model can be pictured as
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The model we have developed for automatic programming is concise and accurate. It correctly represents the problem as a process of translation. Moreover it reflects the fact that the mapping is not well-defined since it is actually the inverse of a given mapping. Its real advantage however is how well it actually reflects automatic programming. In the next section and in the examples of chapter 6 we show that the model does fit the problem both in the sense that actual automatic programming problems can be easily considered in terms of the model and that results obtained through the model can be applied to actual automatic programming problems.

3.4 ILLUSTRATING THE MODEL

As an illustration of how the model reflects an actual automatic programming problem we consider the problem of automatic code generation. We first present the basic problem and then we simplify and formalize it to show that automatic code generation actually involves computing an inverse translation.

Automatic code generation is the problem

Given a machine description, a fixed source language, and some program in that language, produce a machine language version of the given program for the given machine.

This problem is similar to that of a translator writing system [43]. In both cases the input consists of a description of the source language and a description of the target machine and the output consists of a mapping from the source into the machine language. However, while the only semantics given to a translator writing system are those of the source language in terms of the machine language, the semantics of both the source and machine languages are given in terms of a common semantic representation in an automatic code generation problem.

The given machine description is used to define the semantics of the machine language rather than to physically describe the machine. Thus the input to the problem actually consists of the source program and a semantic characterization of both the source and target languages. Both of these semantic characterizations are actually mappings from the appropriate language into a common semantic domain. Then the problem of
automatic code generation is simply that of finding a machine language program whose semantic representation is equivalent to that of the source program. This problem can be viewed as

The original source program is never actually used in this problem. Rather it is converted into the appropriate semantic representation which then serves as the source. This conversion is easy to compute since it just involves a semantic mapping. We can view it as separate from the problem of automatic code generation and accept as input the semantic representation of the source program rather than the program itself. Then the problem becomes

Given a semantic description of a machine language in terms of some semantic representation and the semantics of a program in this representation, find a machine language program whose semantics are equivalent to the given ones.

This can be pictured as

A simple semantic domain for the problem of automatic code generation is an operator language. Here the semantics of a program are given by a sequence of primitive operations. The semantics of a machine language are represented by a mapping that takes each machine instruction into the sequence of primitive operations it accomplishes. With such a semantic representation the problem of automatic code generation can be stated as

Given a sequence of operations representing a program and a description of a machine language in terms of operations, find a machine language program whose sequence of operations is equivalent to that of the original program.

This can be pictured as

In order to formalize this description we have to add a formal notion of equivalence. We again do this with an appropriate equivalence relation as part of the problem input. If we consider this relation as
a mapping within the operator language, the problem of automatic code generation becomes

Given a sequence of operations, a description of a machine language in terms of operations, and a mapping defining the notion of equivalence, find a machine language program whose sequence of operations can be mapped into the given one by the equivalence mapping.

which can be represented as

![Diagram]

Finally, we can simplify this model by composing the machine description mapping with the equivalence mapping. This yields the problem

Given a sequence of operations and a mapping defining all equivalent operation sequences for a machine language program, find a machine language program whose image under this mapping can be the given sequence.

Pictorially, this is the model

![Diagram]

3.5 DEFINING THE MODEL—SEMANTIC REPRESENTATION

Our model shows that there are two factors that determine the complexity of automatic programming, the type of source language and the nature of the semantics-specifying mapping. We can use this to determine the complexity of a specific automatic programming problem by knowing what source language and semantic mapping are required by our model to accurately represent the problem. Moreover we can use our model to characterize practical automatic programming by determining which types of languages and classes of mappings make the problem both tractable and worthwhile.

The source language of our model actually defines the semantic representation of both the initial problem and the target language. Within the context of automatic programming, all the various forms of semantic representations tend to be one of two forms. In the first form only the relationship between the inputs and the outputs of a program is specified. Here automatic programming involves both finding an algorithm to effect this relationship and coding this algorithm in some programming language. We denote these as input-output-form semantics.
BALZER’S VIEW OF AUTOMATIC PROGRAMMING

PROBLEM: Given an English description of a problem, generate a PL-1 program to solve it.

GIVEN PROGRAM → Automatic Programming → PROGRAM TO FIND

English
Semantics of English
Semantics of PL-1
Semantic Representation
PL-1

SUSSMAN’S HACKER SYSTEM

PROBLEM: Given an initial and target set of predicates describing the blocks world, find a series of robot operations to transform the initial set into the desired one.

GIVEN PROBLEM → Automatic Programming → PROGRAM TO FIND

Blocks World Predicates
How Robot Operations affect Blocks World Predicates
Robot Operations

THE DECOMPILING PROBLEM

PROBLEM: Given a machine language program, find an equivalent FORTRAN program.

GIVEN PROGRAM → Decompiling → PROGRAM TO FIND

Machine Language
Semantics of FORTRAN
FORTRAN

Figure 3.1: Automatic Programming Problems in our Model
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The second form includes the algorithm as part of the specification. Here the problem of automatic programming only involves coding. We denote these as program-form semantics.

Input-output-form semantics represent the most general and ambitious form of automatic programming. They are characteristic of Balzer’s view of the problem where the user merely specifies his problem in English and the computer does the rest. They are also the basis of the automatic programming efforts of Manna, Waldinger and Darlington where the problem is given in terms of predicate calculus relations and a program is generated by theorem proving techniques. However, the inherent task of finding an algorithm for a problem is extremely hard.

It can be shown formally that automatic programming with input-output-form semantics is equivalent in complexity to theorem proving. Informally, we can view the semantic specification of a program, the input-output relationship, as the theorem to be proved. The semantics of a language then show how the execution of each program construct affects the given input-output relationship, and hence the various program constructs are axioms that can be used to establish the desired relationship. A proof using these constructs can be easily converted into a program. Similarly, a program that establishes the given relationship is equivalent to a proof of that relationship based on the given axioms.

But theorem proving is a hard problem. In many cases it is undecidable since many formal systems are incomplete, i.e. have theorems that can neither be proved nor disproved [101]. In simpler cases it
remains exponential [32]. Even in the simplest case, where the relationship is given in terms of the first order predicate calculus, the problem is known to be NP-complete [67] and hence most likely intractable. This implies that automatic programming with input-output-form semantics is not practical. We therefore restrict our attention to program-form semantics.

Program-form semantics include the algorithm as part of the specification and hence are actually programming languages. The automatic code generation problem described earlier uses program-form semantics in the form of an operator language. The recurrence relations of Summers' system and the machine language of decompiling also represent program-form semantics. When program-form semantics are used there is no real need to develop an algorithm to solve the problem. The complexity of automatic programming then depends solely on the type of mapping required for the semantic specification of the target language.

3.6 DEFINING THE MODEL—SEMANTIC MAPPING

Many types of mappings can be used for this specification. Those that are currently employed are generally recursive or at least primitive recursive relations. These are widespread because they are both easy to describe and quite powerful. However, as long as they are used, automatic programming remains an intractable problem. The simple question of determining if an inverse exists is undecidable when the mapping is recursive and is exponential when the mapping is primitive recursive [101].

If the full power of recursive functions were necessary for semantic characterization, the problem of automatic programming would be intractable. However, program-form semantics allow us to consider restricted classes of mappings. Perhaps the simplest such class is that defined by finite automata known as gsm mappings. These are quite simple and have been widely studied [61]. Moreover, as any given gsm mapping can be inverted in linear time, an automatic programming problem that used these would be quite tractable. However it would not represent worthwhile automatic programming. In particular, both the domain and the range of a gsm mapping are regular languages and, since a reasonable programming language is at least context free, a gsm mapping could not adequately describe it.

To achieve our goal of practical automatic programming we must consider transformations that are more powerful than gsm mappings and more restrictive than recursive functions. The next chapters of this dissertation are devoted to finding such a model of translation. We determine the most powerful mappings that can be used for semantic specification and still be inverted in polynomial time. In this way we find the most useful form of automatic programming that is still tractable and thus fully characterize practical automatic programming.
CHAPTER 4
INVERTING SIMPLE TREE TRANSDUCERS

The discussion of the previous chapter demonstrates that the type of semantics—specifying mapping used for automatic programming is quite important. In particular, it shows that in a practical problem such a mapping must be more general than a gsm mapping and yet not as powerful as a recursive one. In this chapter we investigate such practical mappings. We first define top-down finite state tree transducers and then consider the complexity of their inversion in two simple cases. Our results not only illustrate a simple instance of practical automatic programming, but also lay an excellent foundation for the more detailed results of the next chapter.

4.1 THE MODEL OF TRANSLATION

We choose top-down finite state tree transducers (t-fsts) as our model of translation. This model was first proposed by Doner [37] and by Thatcher and Wright [127] and has been developed by Thatcher [123, 124, 125, 126], Rounds [105], Engelfriet [41] and others [15, 90, 112]. It is a reasonable model for several reasons. Top-down tree transducers have been widely studied as a simple generalization of gsm mappings and hence are a logical extension of that simple model. Moreover, the trees in the domain of a t-fst are in effect parse trees for some context-free grammar [125] and thus t-fsts are quite useful for specifying the semantics of context-free programming languages. An interesting subset of the class of t-fsts is the class of generalized syntax-directed translation schemata (GSDTS) introduced by Levis and Stearns [85] and developed by Aho and Ullman [6, 7, 8, 9, 10, 11]. This class has been widely studied in its own right.

4.1.1 Top-Down Finite-State Tree Transducers

A t-fst is a top-down tree rewriting system. It assigns the starting state to the root of the tree and each application of a rule takes a node with an assigned state and yields a new subtree with states assigned to the sons of the original node. In this way the states move down the tree from the root toward the leaves until the transformation succeeds, yielding a tree with no assigned states. Formally, a t-fst $T$ is a tree rewriting system $<L, \Delta, Q, Q_d, R>$ where each rule in $R$ either has the form $q(\lambda(y_1, \ldots, y_k)) - q(t)$ with each $y_i \in L \cup X$, $q \in Q$, $\Delta \in L_k$ and $t \in L_\Delta \{Q(X)\}$, or the form $q(a)+b$ where $q \in Q$, $a \in L_0$, $b \in L_0$. We require that each $x_i$ in $X$, the set of tree variables, appears at most once in the left part of a rule, and that each $x_i$ that appears in the right part of a rule must appear in the left part as well. Then a t-fst $T$ translates a tree $t \in L_\Delta$ into a tree $t' \in L_\Delta$ if and only if $Q_d(t)^T$ is $t'$ in the sense of a tree rewriting system.
While most semantic representations and programming languages are given in terms of strings, a t-fst defines a mapping between trees. We therefore generalize t-fsts in a natural way to take strings into strings. In particular, if T is a t-fst, the string mapping defined by T is just the relation

\[(s, s') \mid T: t \mapsto t' \text{ and } s = fr(t), s' = fr(t')\].

When we refer to the mapping of a tree transducer it will be clear from the context whether we mean the actual tree mapping or this associated string mapping.

We present an example of a t-fst in figure 4.1. Part 4.1a defines a mapping from the string \(a^n\) into the string \(a^n\) using the equivalence

\[n^2 = (n-1)^2 + 2(n-1) + 1\].

Here the rules of the t-fst are specified both in their tree form and in the equivalent linear form. In part 4.1b we show the intermediate steps of a transformation computed with this t-fst.

Several results are known concerning t-fsts. The principal one is that the language composed of the frontiers of all trees in the domain of a t-fst is context free and that every context free language can be so represented [123]. Moreover, the domain of any t-fst is either the set of parse trees for some context free grammar or is equivalent to such a set under a suitable relabeling of the interior nodes [125]. In the latter case there is another t-fst that computes the same transformation and whose domain is precisely the parse trees of some context free grammar. We call this grammar the domain grammar of the t-fst. It

\[T = \{I, \delta, Q, q_1, R\}\]

\[I_0 = \{(a)\}, \quad I_1 = I_2 = \{(A)\}\]

\[\delta_0 = \{(a)\}, \quad \delta_1 = \delta_2 = \{(A)\}\]

\[Q = \{q_1, q_2\}\]

\[R:\]

\[q_1 (A(a(x_1 x_1) \mapsto A(q_1(x_1)q_2(x_1)q_2(x_1)a)) \mapsto A(a))\]

\[q_2 (A(a(x_1) \mapsto A(q_2(x_1)a)) \mapsto A(a))\]

\[a) A t-fst to map \(a^n\) into \(a^n\)

\[b) A mapping of \(a^2\) into \(a^4\)

Figure 4.1: An Example t-fst
is easy to see from its source patterns that the t-fst of figure 4.1 has the context free domain grammar $<(A), (a), (A^*aA, A^*a), A>$. 

We consider several restricted forms of t-fsts that are based on limiting the set of applicable rules. A t-fst is called linear if no subtree is ever duplicated, that is, if every tree variable $x_1$ that appears in the left part of some rule appears at most once in the right part. Similarly a t-fst is called nondeleting if no arbitrary subtree is ever deleted, that is, if every $x_1$ that appears in the left part of a rule appears at least once in the right part. Finally a t-fst is called deterministic if for every possible subtree with an associated state there is at most one applicable rule. Illustrations of these restrictions are given in figure 4.2.

4.1.2 Syntax-Based Translations

The class of deterministic t-fsts is equivalent to the class of syntax-based translations called generalized syntax-directed translation schemata (GSDTS) [90]. These translations can be conveniently represented by means of a pair of associated grammars, one describing the domain and the other describing the range of the translation. The first or source grammar is context free. For each nonterminal of this grammar, there is a finite set of associated nonterminals or translations, of the second or target grammar. Moreover, each production of the source grammar is paired with a unique production of the target grammar. While the source production represents a substitution for a single nonterminal, the target production represents a substitution, to be done in

---

**Figure 4.2: Restricted Forms of Tree Transducers**
parallel, for each of the associated nonterminals. A translation is then defined by parsing the input according to the source grammar and using the associated parse with the target grammar to generate the target string.

Formally a GSDTS is a 6-tuple \(<N, \Sigma, \Delta, \Gamma, R, S>\) where \(N, \Sigma\) and \(\Delta\) are finite alphabets of nonterminals, input symbols and output symbols respectively, \(S \in N\) is the start symbol, \(\Gamma\) is a set of transition symbols of the form \(A_i\) for \(A \in N\) and \(i \geq 0\), and \(R\) is a set of rules of the form

\[
A \rightarrow \cdots A_i \cdots A_m = \delta_i, \quad \delta_i \in \Gamma
\]

such that \(A \in N\), \(\delta_i \in (N \cup \Sigma)^*\), \(A_i \in \Gamma\) for \(1 \leq i \leq m\), and each symbol of each \(\delta_i\) is either in \(\Delta\) or is a symbol \(B \in \Gamma\) such that \(B \in N\) appears in \(\delta\). We require that \(S_i \in \Gamma\) since it will be used as the output of the mapping. Moreover, if \(\alpha\) contains several occurrences of some nonterminal \(B\) in some rule, we require that superscripts be used to uniquely associate each \(B_i\) in some \(\delta_k\) of the rule with one of these occurrences. In particular, we use the superscript \(j\) to indicate the \(j^{th}\) occurrence of \(B\) in \(\alpha\). Figure 4.1 presents a GSDTS that computes the same mapping as the \(t\)-fst of Figure 4.1.

There are several definitions we need concerning GSDTS. Let \(T = <N, \Sigma, \Delta, \Gamma, R, S>\) be a GSDTS. For each rule of \(T\) we call \(A \Rightarrow \alpha\) the source production of the rule. Let \(P\) be the set of all source productions.

Then the source grammar of \(T\) is just the context free grammar \(<N, \Sigma, P, S>\). We call each \(A_i\) a translation of \(A\) and each pair \(A_i = \delta_i\) a translate. The set of all translates of a rule is called its target production.

The operation of a GSDTS is based on the notion of an associated derivation. Let \(\alpha\) be the source string for a GSDTS \(T = <N, \Sigma, \Delta, \Gamma, R, S>\) and let \(G\) be the source grammar of \(T\). Then by definition \(\alpha\) has a derivation using the grammar \(G\),

\[
S = \alpha_0 \Rightarrow \alpha_1 \Rightarrow \cdots \Rightarrow \alpha_n = \alpha.
\]

An associated derivation here is the sequence \((\gamma_0, \gamma_1, \cdots, \gamma_n)\) where each \(\gamma_i\) is related to the corresponding \(\alpha_i\). In particular, each \(\alpha_i\) can be written as \(\delta_i \cdot \alpha_i \cdot \delta_i \cdots \alpha_i \cdot \delta_i\), which \(\delta_i \in \Gamma\) and \(\alpha_i \in N\), and each \(\gamma_i\) can be written as \(\delta_i \cdot \gamma_i \cdot \delta_i \cdots \gamma_i \cdot \delta_i\), which \(\delta_i \in \Gamma\) and \(\gamma_i \in N\) for some \(A \in N\), such that \(\gamma_i\) is associated uniquely (using superscripts if necessary) with some \(A_i \in A\) in \(\alpha_i\). This relationship is defined inductively by

1. Initially \(\gamma_0 \in \Sigma\) and \(\alpha_0 \in \Sigma\).
2. If \(\alpha_i \Rightarrow \alpha_{i+1}\) using the rule \(A \Rightarrow \alpha_i \rightarrow \alpha_{i+1}\) to replace \(X_j = A_i\) in \(\alpha_i\), then \(\gamma_{i+1}\) is constructed from \(\gamma_i\) by substituting the string \(\alpha_{i+1}\) for all \(X_j = A_i\) associated with \(X_j\).

The association between the symbols of \(\alpha_{i+1}\) and \(\gamma_{i+1}\) is then maintained by retaining the association between all the items in \(\alpha_i\) and \(\gamma_i\) except for \(X_j\) and adding to this all the associations inherent in the rule that is used. This is illustrated in Figure 4.3b.

Using this notion of an associated derivation, we say that the GSDTS \(T\) transforms a string \(s\) into a string \(s'\) if and only if
1. \( s \) is in the domain of \( T \); and

2. there is a parse of \( s \) using the source grammar of \( T \),
   \[ S \Rightarrow a_0 \Rightarrow \cdots \Rightarrow a_n = s, \]
   such that \( (\gamma_0, \ldots, \gamma_n) \) is the associated derivation and \( \gamma_n = s' \).

As \( a_n \) contains only terminal symbols, \( \gamma_n \in \Delta^* \) and hence \( s' \) is indeed a string in the output language. The construction of such a transformation for the example GSDTS of figure 4.3a is presented in figure 4.3b.

We can define restricted classes of GSDTS just as we did with tree transducers. A GSDTS, for example, is called nondeleting if and only if each translate of each rule contains at least one translation of each nonterminal in the source production of the rule. However, rather than defining all of the various restricted classes, we introduce the more common notion of syntax-directed translation schemata (SDTS). These have only a single translation of each nonterminal symbol and a single translate in each rule. Moreover, the nonterminal elements in the translate of a rule must be a permutation of the nonterminals in the source production. Because there is only one translation for each nonterminal there is no need for the alphabet \( \Gamma \) and we can formally represent an SDTS \( T \) as a 5-tuple \( T = \langle N, I, \Delta, \Gamma, R, S \rangle \) where \( N \) is the set of nonterminals, \( I \) is the source alphabet, \( \Delta \) is the target alphabet, \( S \in N \) is the start symbol, and \( R \) is the set of rules. Each rule in \( R \) has the form \( A \Rightarrow \alpha \beta \) where \( A \) is a nonterminal, \( \alpha \) is the source string, and \( \beta \) is the target string. The underlying source production here is \( A \Rightarrow \alpha \) while the target production is \( A \Rightarrow \beta \). Let \( R^n \) be the set of all target productions

\[ G = \langle N, I, \Delta, \Gamma, R, A \rangle \]

\[ N = \{ A \} \]

\[ I = \{ \} \]

\[ \Delta = \{ \} \]

\[ \Gamma = \{ A_1, A_2 \} \]

\[ R: A \Rightarrow a A, A_1 \Rightarrow a A_2 a, A_2 \Rightarrow a A_2 a \]

a) A GSDTS to map \( a^n \) into \( a^n \)

Parse of \( a^3 \):

\[ A \Rightarrow a A \Rightarrow a a A \Rightarrow a a a \]

Associated Derivation

\[ A_1 \Rightarrow A_1 A_2 A_2 a \]

\[ \Rightarrow A_1 A_2 A_2 a A_2 a a \]

\[ \Rightarrow a a a a a a a a a a \]

b) Mapping of \( a^3 \) into \( a^9 \)

Figure 4.3: An Example GSDTS
of T. Then the target grammar of T is just the context free grammar 
<N,I,R',S>. We present an example of an SDTS in figure 4.4a.

Let T be an SDTS and s a string. We define the operation of an
SDTS as the obvious restriction of the operation of a GSDTS. Thus T(s)
is computed by finding a parse for s using the source grammar of T and
then constructing the associated derivation of this parse. An example
of such a translation is presented in figure 4.4b. Note that each ele-
ment $\gamma_i$ of the associated derivation contains a permutation of the non-
terminals of its associated $a_i$. Moreover, it is clear that

$$S \Rightarrow \gamma_0 \Rightarrow \gamma_1 \Rightarrow \ldots \Rightarrow \gamma_n \Rightarrow a'$$

is actually a derivation of $a'$ using the target grammar of the SDTS. We
make substantial use of these observations when we consider the problem
of inverting an SDTS mapping.

### 4.1.3 A Look Ahead

When tree transducers and syntax-based translations are used to
specify the semantics of a programming language, automatic programming
is just the problem of computing their inverses. We continue our study
of the complexity of automatic programming by considering in detail the
complexity of inverting these mappings. We look at two classes of
problems. In the first class the mapping and the string to invert are
given as input. Here we show that the problem is practical for a whole
class of mappings. This is unrealistic at times since automatic pro-
gramming often uses a fixed or restricted mapping in which case we only
want to know how the complexity of the problem varies with the size of

### Figure 4.4

<table>
<thead>
<tr>
<th>Parse of <code>'a*a+a'</code></th>
<th>Associated Derivation</th>
</tr>
</thead>
<tbody>
<tr>
<td>E $\Rightarrow$ T</td>
<td>E $\Rightarrow$ T</td>
</tr>
<tr>
<td>$\Rightarrow$ T*a</td>
<td>$\Rightarrow$ T*F</td>
</tr>
<tr>
<td>$\Rightarrow$ F*F</td>
<td>$\Rightarrow$ F*F</td>
</tr>
<tr>
<td>$\Rightarrow$ a*a</td>
<td>$\Rightarrow$ a*a</td>
</tr>
<tr>
<td>$\Rightarrow$ a*aE</td>
<td>$\Rightarrow$ a*aE</td>
</tr>
<tr>
<td>$\Rightarrow$ a<em>a</em>E</td>
<td>$\Rightarrow$ a<em>a</em>E</td>
</tr>
<tr>
<td>$\Rightarrow$ a<em>a</em>T</td>
<td>$\Rightarrow$ a<em>a</em>T</td>
</tr>
<tr>
<td>$\Rightarrow$ a<em>a</em>f</td>
<td>$\Rightarrow$ a<em>a</em>f</td>
</tr>
<tr>
<td>$\Rightarrow$ a*a+a</td>
<td>$\Rightarrow$ a*a+a</td>
</tr>
</tbody>
</table>

a) An SDTS to map infix expressions into prefix expressions

b) Sample mapping of `a*a+a` into `a+aa`

Figure 4.4: An Example SDTS
the string to invert. Our second class of problems considers precisely this complexity since it assumes that the mapping is fixed and the only input is the string to invert.

Using this framework for studying the complexity of automatic programming we show

MAIN THEOREM: Within the class of top-down finite state tree transducers, considering the restrictions of linearity, nondeletion, and determinism, the following are the maximal tractable cases:
1) For the case of a fixed translation, a deterministic t-fst;
2) For the case of an arbitrary translation, a linear t-fst.

In the following sections we consider the simplest kinds of t-fsts, those that are both linear and nondeleting, and introduce the ideas that are needed to invert them. We first show that the problem of inversion here is tractable by showing that it is equivalent to the problem of parsing an arbitrary context free grammar. Here we present algorithms for computing the inverse of both this class of t-fsts and for the related class of SDTS. Then in the next chapter we consider more complex mappings. We first show that every deleting t-fst is effectively equivalent to a nondeleting one of about the same complexity, and thus that the restriction of nondeletion does not affect the asymptotic complexity of the problem. We then consider nonlinear tree transducers and show that the problem of inversion is intractable for even a fixed translation. However for the case of a fixed deterministic t-fst, or equivalently a fixed GSSTS, we prove that the problem is tractable by presenting a practical algorithm to compute the inverse.

4.2 LINEAR NONDELETING TREE TRANSDUCERS

We begin our study of the complexity of inverting semantics-specifying mappings with a simple case, the string mappings of linear nondeleting tree transducers. Our main result will be to show that these can be inverted tractably and hence can provide a basis for practical automatic programming. We start our investigation with a semantics-oriented example of a linear nondeleting tree transducer. We then show how such a mapping can be inverted and determine the complexity of computing its inverse.

4.2.1 An Example

A relatively simple problem related to the semantic specification of a programming language is the translation of infix expressions into prefix notation. In figure 4.5a we give a linear nondeleting t-fst to accomplish this task for a limited set of expressions. It operates by parsing the original equation in order to determine precedence and eliminate parentheses, and then correctly rearranging the resultant symbols. This is demonstrated in figure 4.5b where an example is worked out. The general problem of finding an inverse is that of finding some string that the transducer would map into the given string. In this case it is just the problem of translating from prefix notation back into infix notation.
4.2.2 The Basic Model For Inverting A t-fst

Before we can consider inverting a t-fst, we must understand the three distinct steps of the forward translation, parsing, translating and taking the frontier. In the first step, the input string is parsed using the context free source grammar. The second step takes the resultant parse tree into a target tree. And the third step takes the frontier of this tree and yields the result of the translation. We invert such a mapping by inverting each of these steps in turn. Thus, to find the inverse translation of a given target string we first find a valid target tree with this string as its frontier by parsing the given string using a target grammar. Once we have constructed such a tree we next undo the effects of the top-down tree translation using another tree transducer, this one operating from the frontier of the tree to the root. The result is a parse tree of the domain grammar for some string. The final step of the inversion process involves determining this string by taking the frontier of the parse tree.

Most of the complexity of this inversion process occurs in the first step, parsing the given string to get a valid target tree. The final step, taking the frontier, is a simple operation, and the second one, finding a tree transformation which inverts the given t-fst, is relatively straightforward once we are given a valid target tree. The first step however is difficult because the grammar we must parse need not be context free. However, for the simple case where the transducer is both linear and nondeleting, we show that the grammar is context free and thus that the target string is easy to parse.
In this section we consider this simple class of mappings and construct a new class of transformations that can invert them. We do this by first considering separately the operations of inverting the actual tree transduction and parsing the target string, and then combining the results.

4.2.3 Bottom-Up Tree Transducers

To invert the actual tree mapping of a t-fst we introduce a different type of tree transducer that can perform the same type of operations in the reverse order. Where a top-down tree transducer operates from the root of a tree to the leaves, this new transducer operates from the leaves to the root. Where the top-down transducer begins by assigning a specific starting state to the root of the tree, our new transducer accepts, or terminates successfully, if a specific final state is assigned to the root. And where the rules of a top-down transducer specify a transition that takes a subtree with a state assigned to the root into a new subtree where the sons are either terminal nodes or subtrees with assigned states, this new transducer does just the opposite. This different type of tree transformation is called a bottom-up finite state tree transducer (b-fst) and has been studied by Engelfriet [41], Thatcher [126], and others [15,106].

Formally a b-fst, B, is a bottom-up tree rewriting system 

\[ <I, A, Q, q_0, R> \]

where each rule in R has one of the forms

1. \( A(y_1 \ldots y_k) \rightarrow q(t) \) where \( A \in \mathcal{F}_k \), \( q \in Q \), \( t \in \mathcal{T}_A^2 \), and where either \( y_1 \in \mathcal{I}_0 \) or \( y_1 \) is \( q_j(x_k) \) for some \( q_j \in Q \) and \( x_k \in \mathcal{X} \); or
2. \( a \rightarrow q(t) \) where \( a \in \mathcal{I}_0 \cup \mathcal{A} \), \( q \in Q \), and \( t \in \mathcal{T}_A^1 \).

We again require that each \( x_i \) appear at most once in the left part of a rule and that each \( x_i \) that appears in the right part of a rule must also appear in the left part. An example of a b-fst is given in figure 4.6a. Figure 4.6b then demonstrates the operation of this b-fst.

As with a t-fst, the frontier of the domain of a b-fst describes a context free language [41]. Furthermore we can define restricted classes of b-fsts just as we did with t-fsts. We call a b-fst linear if no \( x_i \) appears more than once in the right part of any rule. We call a b-fst nondeleting if each \( x_i \) that appears in the left part of a rule also appears in the right part. And we call a b-fst deterministic if no two rules are applicable at the same node at the same time.

Given a linear nondeleting t-fst, \( T=<I, A, Q, q_0, R> \), we can use a very simple construction to construct the b-fst \( B \) that inverts it. In particular, we use the b-fst \( B=<I, A, Q, q_0, R'> \) where \( R' \) contains the rule \( a \rightarrow q \) if and only if \( R \) contains the rule \( \delta \rightarrow a \). This construction is demonstrated in figure 4.6 where the example b-fst inverts the t-fst of figure 4.5.

To show that this simple construction yields a b-fst that actually inverts the given t-fst we prove
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**Lemma 4.1:** Let $T = (L, A, Q, q_0, R)$ be a linear nondeleting $t$-fatt and let $B = (L, A, Q, q_0, R')$ be constructed as above. Then $B$ is a $b$-fatt, and for each tree $T$ there is a tree $T'$ such that $B:T = T'$ and $T':T$, i.e., $B$ inverts $T$.

Proof: We first claim that $B$ is actually a $b$-fatt. This follows immediately from the definitions of the rules of a $t$-fatt and a $b$-fatt and from the fact that $T$ is linear and nondeleting and hence each $x_i$ appearing in the left part of a rule of $T$ appears exactly once in the right part.

We show that $B$ inverts $T$ by inductively proving that $T \overset{a}{\Rightarrow} T'$ if and only if $T' \overset{a}{\Rightarrow} T$. To do this we show for arbitrary trees $T_1$ and $T_2$ that $T_1 \overset{a}{\Rightarrow} T_2$ if and only if $T_2 \overset{a}{\Rightarrow} T_1$. Let $T_1 \overset{a}{\Rightarrow} T_2$ by a rule $a^*$s. Then the node in $T_2$ that results from this application has a form which is acceptable for the rule $a^*$ of $B$. Moreover, applying this rule to this node must yield the tree $T_1$ and hence $T_1 \overset{a}{\Rightarrow} T_2 \overset{a}{\Rightarrow} T_1$. By using this fact repeatedly it follows that $T_1 \overset{a}{\Rightarrow} T_2 \overset{a}{\Rightarrow} T_1$ and hence that $T' \overset{a}{\Rightarrow} T$ if and only if $T' \overset{a}{\Rightarrow} T$.

### 4.2.4 Parsing The Target Grammar

This demonstrates one way of performing the tree transducer part of the inversion process. We next consider the parsing step and show that the range of any linear nondeleting $t$-fatt is described by a context free grammar. This allows us to easily parse the target string and compute the inverse translation.
We first show how to determine this context free grammar. Let $T=\langle \Sigma, \Lambda, Q, q_d, R \rangle$ be any $t$-fst. We define the target grammar of $T$, $G(T)$, as the 4-tuple $\langle Q, \Lambda, P, q_e \rangle$ where a production $q \rightarrow \alpha$ is in $P$ for $q \in Q$, $\alpha \in (Q \Lambda)^*$ if and only if there is a rule of the form $q(t) \rightarrow t'$ in $R$ such that $fr_{q}(t') = \alpha$. For example, the target grammar of figure 4.5 is given below.

$$G = \langle N, \Sigma, P, q_e \rangle$$

where

$$N = \{q_e, q_t, q_f\}$$

$$\Sigma = \{a, \ast, +\}$$

$$P:$$

$q_e + q_e \rightarrow q_e$  
$q_e + q_t \rightarrow q_e$  
$q_t + q_f \rightarrow q_e$  
$q_t + q_f \rightarrow q_e$  
$q_f + q_e \rightarrow q_e$  
$q_f + q_e \rightarrow q_e$

Figure 4.7: The Target Grammar of the $t$-fst of Figure 4.5

It is easy to show that

**Lemma 4.2:** $G(T)$ is context free for any $t$-fst $T$.

We now prove that $G(T)$ does not exactly describe the target trees of a $t$-fst $T$, it comes quite close. Let $L_T(T)$ represent the target language of $T$, that is,

$$L_T(T) = \{ s \mid \exists t \in \text{range}(T) \text{ and } s = fr(t) \}.$$  

Then we can show

**Lemma 4.3:** Let $T=\langle \Sigma, \Lambda, Q, q_d, R \rangle$ be a linear nondeleting $t$-fst and let $G = G(T)$. Then $L[G] = L_T(T)$.

**Proof:** Let

$$q_d(t^m) \rightarrow q_0 \rightarrow q_1 \rightarrow \ldots \rightarrow q_n \rightarrow a \rightarrow t'$$

be an application of $T$ to $t^m$ yielding $t'$ and let $\gamma^m_{i} = fr_{q_i}(a_i)$ for $1 \leq i \leq n$. We first prove that $L_T(T) \subseteq L[G]$ by showing that every tree translation corresponds to a derivation of $G$. In particular, we prove that (*) implies that there is a derivation of $G$,

$$q_d \rightarrow G \rightarrow \gamma^m_{n} \rightarrow t'$$

and hence that $fr(t') \in L[G]$. We do this inductively by showing that $a_i \rightarrow a_{i+1}$ implies that $\gamma^m_{i+1} \rightarrow \gamma^m_{i+1}$ for $0 \leq i \leq n$. This holds trivially when $i=0$. For $1 \leq i \leq n$, it then suffices to show that $a_i \rightarrow a_{i+1}$ implies $\gamma^m_{i} \rightarrow \gamma^m_{i+1}$. Let the rule of $T$ used here be $q(t) \rightarrow s_i$. In the string
\[ \gamma_1 \rightarrow \text{fr}_Q(a_1) \] 

there is a symbol \( q \) corresponding to the node being modified by this rule of \( T \). After the rule is applied, the state-frontier changes only at this \( q \) and in effect replaces this \( q \) with the state-frontier of the applied rule. But this is exactly the effect of applying the production of \( G \) derived from this rule, \( q \rightarrow \text{fr}_Q(t') \), to this \( q \) in \( \gamma_1 \) and hence \( \gamma_1 \rightarrow \gamma_{i+1} \).

We next show that given some derivation of \( G \),

\[ q_0 \rightarrow q_1 \rightarrow \ldots \rightarrow q_n, \]

there is a tree \( t'' \) such that \( T(t'') \rightarrow t' \) and \( \text{fr}(t') \rightarrow \gamma_n \). We do this inductively by creating a set of approximations to \( t'' \) in \( \mathcal{T}_n(Q) \), \( a_0 \ldots a_n \), such that \( a_i \rightarrow \mathcal{T}_n(Q) \) \( \mu_i \) where \( \text{fr}_Q(\mu_i) \rightarrow \gamma_i \) and where there is a one-to-one correspondence between the elements of \( Q \) in \( a_i \) and in \( \gamma_i \). For the case \( i=n \), this shows that \( t'' \rightarrow a_n \rightarrow \mu_n \rightarrow t' \) where \( \text{fr}(t') \rightarrow \gamma_n \), and hence that

\[ L[G] \subseteq T(T). \]

Initially we have \( a_0 \rightarrow q_0 \rightarrow \mu_0 \rightarrow \gamma_0 \) and the hypothesis holds. Suppose at the \( i \)th stage, \( \gamma_i \rightarrow \gamma_{i+1} \), we replace a nonterminal \( q \) using a production corresponding to the rule of \( T \) \( q(A(x_1 \ldots x_n)) \rightarrow t \). Let \( a_{i+1} \) be constructed from \( a_i \) by replacing the node associated with this \( q \) by the tree \( A(y_1, \ldots, y_n) \) where \( y_j \rightarrow z_j \) if \( z_j \in \Sigma_0 \) and \( y_j \rightarrow q_k \) if \( z_j \in \Sigma_k \) and \( x_k \) appears in \( t \) associated with the state \( q_k \). This is well-defined since each \( x_k \) appears exactly once in \( t \) as \( T \) is both linear and nondeleting. Moreover, it is then clear from the construction of \( G(T) \) that \( q_{i+1} \rightarrow \mu_{i+1} \) such that \( \text{fr}_Q(\mu_{i+1}) \rightarrow \gamma_{i+1} \).

\[ \square \]

4.2.5 Parser-Transformers

This lemma shows that \( G(T) \) describes the target language of \( T \). Moreover, since the second part of the theorem shows how to simulate a tree transducer without using the nonterminal symbols of its target alphabet, the lemma also proves that these symbols are irrelevant to the problem. We use this fact to combine the operations of parsing and bottom-up tree transduction into a single transformation that can invert the string mapping defined by a linear nondeleting \( t \)-fst. In particular, we construct a parser-transformer (pt) which applies rewriting rules to parse trees as they are constructed in a bottom-up parse. We view the input to a pt as a sequence of trees. Initially each of these trees consists of a single node. Then at each stage of the transformation a rule is applied to a subsequence of these trees and transforms that subsequence into a single tree with an associated state. The pt terminates when only a single tree with an associated accepting state remains.

Formally a parser-transformer is a 5-tuple \( \langle I, A, Q, q_0, R \rangle \) where \( I \) is the input alphabet, \( A \) the ranked output alphabet, \( Q \) the set of states, \( q_0 \in Q \) is a distinguished state, and \( R \) is the set of rules. A pt is similar to a b-fst except that a rule is applied to a sequence of trees to produce a combined tree rather than to a node and its sons to produce a replacement for that node. The rules of a pt have the form

\[ y_1, y_2, \ldots, y_k \rightarrow q(t) \]

where \( k \geq 0 \) and for each \( y_i \) either \( y_i \in \Sigma \) or \( y_i = r(x_j) \) for some \( r \in Q \) and \( x_j \) a tree variable. A rule is applicable to a consecutive sequence of trees
t_1 \ldots t_k if for 1 \leq i \leq k, t_i matches y_i in the sense of a tree rewriting system. When a rule is applied, the sequence of trees t_1 \ldots t_k that is matched is replaced by the single tree t' defined from the rule by substituting for each tree variable in t the appropriate tree that matched this variable. We denote the fact that a sequence of trees \gamma_2 = (t'_1 \ldots t'_k) can be derived from a sequence \gamma_1 = (t_1 \ldots t_k) using a pt P by \gamma_1 \xrightarrow{P} \gamma_2. The notation \frac{\gamma_1}{P} \rightarrow (\frac{\gamma_2}{P}) then signifies zero (one) or more applications of rules of P in this manner. An example of a pt is given in figure 4.8a with an example transformation worked out in figure 4.8b.

There are several interesting restricted types of parser-transformers. A pt is called linear if no tree variable appears more than once in the right part of any rule. Similarly a pt is called nondeleting if each tree variable that appears in the left part of a rule also appears in the right part. We use parser-transformers that are both linear and nondeleting and denote these as regular. We also allow pts to have tree variables that occur more than once in the left part of a rule. Such a rule is applicable if and only if each occurrence of the same tree variable matches the same tree. A regular pt in which this situation does not occur, that is, where each tree variable appears exactly once in the left part of a rule, is called simple.

A parser-transformer is the combination of a parser and a b-fst. The purpose of the parser is to select the next rule to be applied as well as the sequence of trees to which it should be applied. The b-fst then acts as if this sequence of trees were the immediate subtrees of
some node and applies a production to form the subtree that would result in this case. This new tree then replaces the original sequence of trees. Determining the parse to be used is the most complicated part of the process. We usually assume that a parse is given to the parser-transformer which then checks to make sure that this parse is a proper one. This is equivalent to nondeterministically guessing which parse to use.

4.2.6 Using Parser-Transformers

Constructing a parser-transformer to invert a linear nondeleting t-fst is straightforward. Let \( T = \langle \Sigma, \Delta, Q_0, q_d, R \rangle \) be such a t-fst. We define the corresponding pt \( P = \langle \Sigma, \Delta, Q, q_d, R' \rangle \) where \( \Delta = \emptyset \) and where \( R' \) contains the rule \( t_1 \cdots t_n \rightarrow q(A(y_1 \cdots y_k)) \) if and only if the rule \( q(A(y_1 \cdots y_k)) \rightarrow B(t_1 \cdots t_n) \) is in \( R \) for some \( B \). Then we claim

**Lemma 4.4:** For a given linear nondeleting t-fst, \( T \), this construction yields a simple pt.

Proof: It suffices to show that all the derived rules are of the proper form for a parser-transformer and that each \( x_i \) appears exactly once on each side of a derived rule. But all of this follows immediately from the construction and the fact that \( T \) is both linear and nondeleting and hence each \( x_i \) appears exactly once in each side of each of its rules.

We next show how to use a bottom-up parse of \( G(T) \) to direct a parser-transformer inverting the t-fst \( T \). We first prove

**Lemma 4.5:** Let \( T \) be a linear nondeleting t-fst. Let \( G(T) \) be the target grammar of \( T \) and let \( P \) be the pt constructed for \( T \) as above. Then a bottom-up parse of \( G(T) \) for some string \( s \) identifies a transformation of \( P \) on \( s \).

Proof: We prove this inductively by demonstrating a one-to-one relationship between sequences of trees during a transformation of \( P \) and sentential forms during a derivation of \( G \).

Let \( \gamma = (t_1 \cdots t_n) \) be a sequence of trees that arises during a transformation of \( P \). We define \( g(\gamma) \) as the string \( s_1 \cdots s_n \) where \( s_i = t_i \) if \( t_i \) is one of the initial single node trees with no associated state, and \( s_i = q_i \) if \( t_i \) is a derived tree associated with state \( q_i \). Let \( \gamma_1 \) be some sequence of trees and suppose \( s_{\gamma_1} \rightarrow g(\gamma_1) \) by some production of \( G \) derived from rule \( r \) of \( T \). Then we claim that the rule of \( P \) derived from \( r \) can be applied to \( \gamma_1 \) to produce a sequence of trees \( \gamma_2 \) such that \( g(\gamma_2) = s \).

This follows from the construction of \( P \) and \( G \) since the rules of \( P \) depend only on the state for derived trees and the node for initial trees when \( T \) is both linear and nondeleting.

Hence, if we have a derivation of \( s \) using \( G \),

\[
q \rightarrow_{0} a \rightarrow_{1} G \rightarrow \cdots \rightarrow_{n} \gamma = s
\]

there is a transformation using \( P \)

\[
s \rightarrow \gamma_1 \rightarrow \cdots \rightarrow \gamma_0
\]

where \( g(\gamma_1) = q_1 \). But then \( P \) accepts \( s \) by this transformation since \( \gamma_0 \) must be a single tree with the proper associated state.
This relation between a parse of $G(T)$ and the operation of $P$ is illustrated in figure 4.8c where the parse corresponding to the mapping of figure 4.8b is presented.

We next show that the $pt$ constructed in this manner for a linear nondeleting t-fst is the proper one by

**Theorem 4.6**: Let $T$ be a linear nondeleting t-fst. Given any parse of a string $s$ using $G(T)$ we can use the simple $pt$ $P$ constructed from $T$ to invert $T$, i.e. to find a tree $t'$ such that $T:t'\rightarrow t$ and $fr(t')=s$.

Proof: We show by induction that for any string $s$, if $s \rightarrow_T t$, then $t \rightarrow_P t'$ such that $fr(t')=s$. This holds trivially for the initial case where $s$ is a single node and $t \rightarrow t'=s$. It is then sufficient to show that if a rule $r$ of $P$ creates a tree $z=q(A(y_1 \cdots y_n))$ from a sequence of trees $z_1 \cdots z_m$, then the corresponding rule of $T$ can be applied to $z$ to yield a tree $B(z_1 \cdots z_m)$ for some $B$. But this is immediate from our construction of the rules of $P$ from those of $T$.

These two lemmas give us a practical method of inverting a linear nondeleting t-fst $T$. In particular, given $T$ we can easily construct $G(T)$ and $P$ as above. Then, for a string $s$ we need only parse $s$ using $G(T)$ and then apply this parse to $P$ to yield a tree in the domain of $T$ that can be transformed into $s$. This shows that simple parser-transformers are powerful enough to invert such t-fsts. We can also show that they are not too powerful by

**Lemma 4.7**: Every simple $pt$ inverts some linear nondeleting t-fst.

Proof: We show that for every simple $pt$, $P$, there is a t-fst, $T$, such that the above construction applied to $T$ yields precisely $P$. This is done by showing how to find a rule $r$ of $T$ for each rule $r'$ of $P$ such that the construction applied to $r$ yields $r'$. For any given rule of $P$,

$$y_1 \cdots y_n \rightarrow q(t)$$

we construct the rule of $T$

$$q(t) \rightarrow A(y_1 \cdots y_n)$$

where $A$ is arbitrary. This is clearly a valid rule of a linear nondeleting t-fst since $P$ is simple and trivially satisfies the necessary conditions.

4.2.7 The Complexity Of Simple Parser-Transformers

Now that we have determined how to invert a linear nondeleting t-fst, we consider the complexity of the process. We first show that the problem is at least as hard as parsing an arbitrary context-free grammar by

**Lemma 4.8**: Inverting a linear nondeleting t-fst requires time $T_{\text{parsing}}$.

Proof: We show that we can define a t-fst, $T$, that is the identity on parse trees of an arbitrary context-free grammar, $G$, and is undefined elsewhere. Thus some string $s$ has an inverse $s'$ with respect to $T$ if
and only if \( s = s' \) and \( s \in L[G] \) and hence the problem of context free recognition is reducible to that of inverting a linear nondeleting t-fst.

Let \( G = \langle \Sigma, \Delta, P, S \rangle \) and let \( T = (\Delta, A, N, S, R) \) where \( \Delta \) is the ranked alphabet with \( \Delta_0 = \Sigma \) and \( \Delta_1 = \{X | \Delta N \subseteq \Delta P \text{ and } |\sigma| = 1\} \) and where the rule \( A \langle \Delta(y_1 \ldots y_m) \rangle \rightarrow \Delta(z_1 \ldots z_m) \) is in \( R \) if and only if \( A \cap c_1 \ldots c_m \) is in \( P \) such that for all \( c_1 \ldots z_m \), \( y_1 = x_1 \) and for all \( c_1 \in N \), \( y = x_1 \) and \( z_1 = c_1 \). It is clear that \( T \) acts as the identity function on its domain. Moreover, \( T \) is only defined on parse trees of \( G \) since \( \Delta N \) occurs as a state if and only if the tree to which it is assigned is a derivation of \( \Delta \) by \( G \).

This follows easily by induction from the construction of \( T \). Finally, we note that \( T \) is trivially linear and nondeleting.

This gives us a lower bound on the complexity of the problem. In the next section we improve this bound by showing it also holds for deterministic linear nondeleting t-fasts. We next show that this lower bound is achievable by

**Theorem 4.9:** The problem of inverting a linear nondeleting t-fst \( T \) on a string \( s \) has time complexity \( T_{\text{parsing}}(n) \) where \( n = |s| \).

**Proof:** By lemma 4.8 it is enough to show how to invert such a t-fst in time \( T_{\text{parsing}} \). We can find a parse of the string \( s \) by grammar \( G(T) \) in this time since \( G(T) \) is context free. By lemma 4.7 we can use this parse to direct a pt to invert \( T \). Thus it suffices to show that the pt can be simulated in time \( T_{\text{parsing}} \) given this directing parse.

4.3 SYNTAX-DIRECTED TRANSLATION SCHEMATA

In addition to linear nondeleting tree transducers we have proposed syntax-directed translation schemata (SDTS) as a model of simple semantics-specifying translations. Since these are equivalent to deterministic linear nondeleting t-fasts [125], theorem 4.9 indicates that inverting an SDTS might take time \( T_{\text{parsing}} \). In this section we show that this is indeed the case with a proof based on the properties of an SDTS. The ideas and techniques we develop here will be used to later invert generalized syntax-directed translation schemata.

4.3.1 Inverting An SDTS

An SDTS consists of a pair of associated grammars and operates by determining a parse of the source string using the source grammar and
applying this parse with the target grammar to produce the desired translation. Because of the close association between the two grammars we can easily show that for any parse of either grammar there is an associated parse of the other. Thus, if \( s \) has a parse \( \rho \) of the source grammar and \( \rho \) applied to the target grammar yields the string \( s' \), then \( \rho \) is a valid parse for \( s' \) using the target grammar and \( \rho \) applied to the source grammar yields \( s \) again. Using this we can invert an SDTS by constructing another SDTS where the roles of the source and target grammars are reversed. Formally

Lemma 4.10: Let \( T = <N, I, A, R, S> \) be an SDTS. Let \( R' \) be derived from \( R \) by replacing each production of the form \( A \rightarrow \alpha, \beta \) by the production \( A \rightarrow \beta, \alpha \). Then \( T' = <N, I, A, R', S> \) is an SDTS and moreover \( T' \) inverts \( T \).

Proof: To show that \( T' \) is an SDTS it suffices to show that each rule in \( R' \) is of the proper form. But this follows immediately from the construction. To show that \( T' \) inverts \( T \) it suffices to prove that \( s' \stackrel{\beta}{\rightarrow} s \) implies \( s \stackrel{\alpha}{\rightarrow} s' \) is possible. But this follows from the symmetry between the source and target grammars since if \( T: s \rightarrow s' \), then \( s \) and \( s' \) have a common parse, \( s \) with the source grammar and \( s' \) with the target grammar. But then finding this parse of \( s' \) with the target grammar also determines a parse of \( s \) with the source grammar and, moreover, applying this parse to the source grammar must yield the string \( s \). This is illustrated in figure 4.4b for the example of figure 4.4a.

4.3.2 The Complexity Of Inverting An SDTS

We next consider the complexity of inverting an SDTS. Since the cost of applying a parse to a context free grammar requires only time proportional to the size of the parse, the complexity of finding an inverse is just that of finding a parse for the target grammar. In particular,

THEOREM 4.11: The problem of inverting an SDTS has time complexity \( T_{\text{parsing}} \).

Proof: We need to show both that the problem requires time \( T_{\text{parsing}} \) and that it can be done within this bound. The latter follows immediately by the above discussion since the target grammar is context free and \( T_{\text{parsing}} \) is the maximum time required to parse a context free grammar.
To show the problem requires time $T_{\text{parsing}}$, let $G=(N, \Sigma, P, S)$ be an arbitrary context-free grammar. Consider the SDTS $T=(N, \Sigma, P', S)$ where $P'$ is derived by taking each production $A\alpha$ of $P$ and adding the rule $A\alpha, \alpha$ to $P'$. It is clear that $T$ is simply the identity on $L(G)$ and is undefined elsewhere. Thus $T$ has an inverse $s'$ for a string $s$ if and only if $s=s'$ and $s \in L(G)$. But this shows that the problem of context-free recognition is reducible to that of inverting an SDTS and hence that the latter requires $T_{\text{parsing}}$.

Because of the relationship between SDTS and t-fsts it follows that

**COROLLARY 4.12:** The problem of inverting a deterministic linear nondeleting t-fst requires time $T_{\text{parsing}}$.

This is an improvement over lemma 4.8 of the previous section.

### 4.4 SUMMARY OF BASIC RESULTS

This completes our discussion on inverting simple translations. The important results are summarized in theorems 4.6, 4.9 and 4.11 in that the problems of inverting both SDTS and linear nondeleting t-fsts have time complexity $T_{\text{parsing}}$. More important however are the concepts and methods that we used. To invert a t-fst we introduced the model of a parser-transformer that both finds and transforms a parse tree of the target language. To invert an SDTS we showed that it was sufficient to simply determine a parse of the target grammar. As we consider more general transformations in the following chapters, we expand the model of a parser-transformer and consider parsing grammars that are no longer context-free. In either case the processes will be simpler and more understandable since they will be based on the simple models we have introduced in this chapter.
CHAPTER 5
INVERTING GENERAL TREE TRANSDUCERS

If the simple transducers discussed in the previous chapter were powerful enough to describe the semantics of most computer languages, then practical automatic programming would be a reality. Unfortunately this is not the case. Most semantic representations cannot be described as the range of one of these simple mappings since such representations are not context free while the ranges are. In order to consider a more realistic semantic representation we must consider more powerful mappings. In this chapter we do just that, extending our simple translations by first adding the ability to delete subtrees and then the ability to copy subtrees. For these more sophisticated mappings we determine when the inverse can be computed tractably and when it cannot be.

5.1 DELETION

Of all the restrictions we placed on tree transducers in the previous chapter, nondeletion is the least limiting. In this section we show that deleting tree transducers are no more powerful than nondeleting ones and hence that any results that apply to the one also apply to the other. We do this by showing how to effectively construct a nondeleting t-fst from a deleting one without substantially increasing the complexity.

A tree transducer is called deleting if it contains a rule with a tree variable in the left part that does not appear in the right part. When such a rule is applied, the subtree represented by this tree variable does not appear in the transformed tree, and, because of the top-down nature of the tree transducer, no state is ever assigned to this subtree and hence no checking is done on its contents. However, in the case of a nonlinear tree transducer, the subtree being deleted may have been copied and that copy can still be checked. This allows deletion to simplify the description of a t-fst as illustrated in figure 5.1. We show that this is all it can do by

THEOREM 5.1: Given a deleting t-fst, T, there is a nondeleting t-fst T' such that T:t $\Rightarrow$ T' if and only if T':t $\Rightarrow$ T' and the size of T' is linear in the size of T. Moreover, T' is linear if and only if T is linear and T' is deterministic if and only if T is deterministic.

Proof: Let T = $\langle I, \Lambda, q, q, R \rangle$. We construct T' = $\langle I', \Lambda', q, q, R' \rangle$ from T by first adding a new state and a set of rules and then modifying all the deleting rules of T. Let the new state be $q_2$. Then we add to R' the rules

$$q_1(a) \Rightarrow \lambda$$

for all $a \in I_0$ and

$$q_1(A(x_1 \ldots x_k)) \Rightarrow A(q_1(x_1) \ldots q_1(x_k))$$

for all $A \in \Lambda$ such that $q(A(y_1 \ldots y_k))$ is a rule in R for some $q \in Q$ and $y_1 \ldots y_k$ arbitrary. Clearly $q_1(t) \Rightarrow^* t'$ such that fr$(t') = \lambda$ for all $t \in \text{dom}(T)$. 
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T = <\Sigma, \delta, Q, q_0, R>

\Sigma_0 = \{a, b, \lambda\}, \quad \Sigma_1 = \{S, A\}, \quad \Sigma_2 = \{\lambda\}

\delta_0 = \{(1, S, \lambda), \lambda\}, \quad \delta_1 = \delta_2 = \delta_3 = \{(\lambda, S)\}

Q = \{q_0, q_1, q_2\}

R:
- q_0(S(x_1)) \rightarrow A(q_1(x_1)Aq_2(x_1))
- q_1(A(x_1a)) \rightarrow A(1q_1(x_1))
- q_2(A(x_1a)) \rightarrow A(1q_2(x_1))
- q_1(A(x_1b)) \rightarrow A(q_1(x_1))
- q_2(A(x_1b)) \rightarrow A(\lambda)
- q_1(\lambda) \rightarrow A(\lambda)
- q_2(\lambda) \rightarrow A(\lambda)

a) Deleting t-fst to map \{\alpha, b^m\alpha^m | \alpha \in \{a, b\}^* \} contains n a's and m a's after the last b.

b) Mapping of 'aba' into '1111'
Now for each rule of T where deletion occurs, we add to the right part of the corresponding rule of T' the pair \( q^+_\lambda(x^+_1) \) for each deleted tree variable \( x^+_1 \). Since \( q^+_\lambda(t) \) yields no string and accepts any tree and since a deleted variable is not considered any further and thus can represent any tree consistent with the rest of the parse, it follows that T and T' compute the same translation and that the number of rules added to T' is at worst linear in the size of T. Moreover, since the construction does not introduce or eliminate nonlinearity, T' is linear if and only T is; and, since there is only one rule applicable for any subtree involving the state \( q^+_\lambda \), T' is deterministic if and only if T is. The nondeleting version of the t-fst of figure 5.1a appears in figure 5.1c as an example of this construction.

\[ \]

From this theorem we see that our previous results hold for deleting t-fsts as well as nondeleting ones. Thus

**COROLLARY 5.2:**

a) Let T be a linear t-fst. Then there is a b-fst that inverts T.
b) Let T be a linear t-fst. Then there is a context free grammar G and a simple pt P such that P will compute the string inverse of T given any parse of G.
c) The problem of inverting a linear t-fst has time complexity T parsing.

\[ \]

5.2 NONLINEARITY

While it can be shown that deletion does not increase the power of a t-fst, nonlinearity does. Whereas linear tree transducers have simple context free ranges, figure 5.2 gives a trivial example of a deterministic nonlinear t-fst that defines the mapping \( \langle a_1 a_2 \rangle \rightarrow a \in (a,b)^* \) whose range is not context free [61]. This shows that nonlinear tree transducers are strictly more powerful than linear ones. It also suggests that inverting a nonlinear t-fst is more difficult than inverting a linear one.

\[ T = \langle \Sigma, \Delta, Q, q, R \rangle \]

\[ \sigma_0 = \{a, b, \lambda\}, \quad I_1 = \{S, A\}, \quad I_2 = \{\lambda\} \]
\[ \delta_0 = \{a, b, \lambda\}, \quad \delta_1 = \{A\}, \quad \delta_2 = \{S, A\} \]
\[ Q = \{q\} \]
\[ R: \quad q(S(x_1)) \rightarrow S(q(x_1)q(x_1)) \]
\[ q(A(ax_1)) \rightarrow A(ax_1) \]
\[ q(A(bx_1)) \rightarrow A(bx_1) \]
\[ q(A(\lambda)) \rightarrow A(\lambda) \]

**Figure 5.2:** A Nonlinear t-fst with a Range that is not Context Free
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The lack of a context free target language is the principal obstacle to inverting nonlinear tree transducers. In particular, for a nonlinear t-fst T we can no longer use any parse of the context free grammar G(T) to direct the inverse process. We show however that the target language is actually a subset of L[G(T)] and reduce the problem to finding a parse of G(T) that defines an actual target tree of the forward translation. There are two straightforward methods of attacking this reduced problem. We could first assume that the parse is proper, find the inverse, and then apply the forward translation to this inverse to check if the result is the initial string. This method presents several difficulties, especially in the case where the forward translation is one-many. The second method is to restrict proper parses to those in the domain of the inverse tree transformation of T. This is the method we use in this section. We introduce the notion of an extended b-fst whose domain is precisely the range of a nonlinear t-fst. We then use this notion to build a parser-transformer that inverts a nonlinear t-fst. Our main result is that the problem of inverting a nonlinear t-fst is intractable if the t-fst is arbitrary or nondeterministic.

5.2.1 Describing The Target Language

With a linear t-fst, T, we showed how to construct the context free grammar G(T) and proved that it actually described the target language. The situation is somewhat more complex for nonlinear t-fsts. The same construction still allows us to define, given a nonlinear t-fst T, the grammar G(T) which by lemma 4.2 is still context free. While this grammar no longer defines the target language of T, it does describe a superset of this language. In particular

LEMA 5.3: Let T=<Q,Σ,Δ,R,S> be a nonlinear t-fst and let G(T) be the target grammar derived from T. Then L_f(T) ⊆ L[G(T)].

Proof: To see that L_f(T) ⊆ L[G(T)] we note that the only difference from the case where T is linear is that there can be a tree variable, x, that appears several times in the right side of a rule, say as q_1(x), q_2(x), ..., q_k(x). But then for each 1 ≤ i ≤ k the frontier of the tree derived from q_i(x) is a string of the language derivable from the non-terminal q_i in G(T). Hence the actual target language is a subset of L[G(T)].

We have to determine what restrictions must be placed on a parse of G(T) so that it can define only trees in the range of T and thus successfully direct a parser-transformer inverting T. When a nonlinear rule is applied in the forward translation a subtree is replicated and the resultant copies are processed independently. When inverting the tree mapping at this point, it is enough to insure that the inverses of each of these subtrees are identical since then they could be derived from the same original subtree. This check can be done with a parser-transformer where these inverse trees are computed at the same time as the parse and thus the condition can be tested before a production is applied. Later we show that a pt that makes this check will succeed if
the input is invertible. We also show that it is in general difficult to find a proper directing parse.

5.2.2 Extended b-fsts

While we eventually use a parser-transformer to invert a nonlinear t-fst T, we again want to consider parsing and tree transduction separately. We first consider the problem of actually inverting the tree mapping of T. We assume that we are given a proper parse and hence a tree in the range of T. We then define an extension of a b-fst that computes the inverse of the given tree and ensures that the constraints imposed by nonlinearity are met.

Our previous construction took the t-fst, \( T = \langle \Sigma, \Delta, Q, Q, d, R \rangle \), and formed the b-fst \( B = \langle A, \Sigma, I, Q, d, R' \rangle \) where \( R' \) contained the rule \( t' \rightarrow q(t) \) if and only if \( R \) contained the rule \( q(t) \rightarrow t' \). We use the same construction here but the result is no longer a b-fst since a rule can be constructed that has a tree variable appearing more than once in the left part. We call such a tree rewriting system an extended b-fst (eb-fst) and say that a rule is applicable if and only if all of the trees that match occurrences of a single tree variable are the same. This is exactly the restriction implied by the nonlinear forward translation. Figure 5.3 provides an example of an extended b-fst derived from a nonlinear t-fst.

We show that the eb-fst of this construction can actually invert the nonlinear t-fst by

\[
T = \langle \Sigma, \Delta, Q, Q, e, R \rangle \\
I_0 = \{ \langle *, a, <, > \rangle \}, \quad I_1 = \{ \langle E, T, F \rangle \} \\
D_0 = \{ \langle *, a, <, >, 1 \rangle \}, \quad D_1 = \{ \langle E, T, F \rangle \}, \quad D_2 = \{ T \} \\
Q = \{ q_e, q_t, q_e, q_t, q_e, q_t, q_e, q_t \} \\
R: q_e(E(x_1 + x_2)) + E(q_e(x_1) + q_t(x_2)) \\
q_e(E(x_1)) + E(q_t(x_1)) \\
q_t(T(x_1 * x_2)) + T(q_e(x_1) * q_t(x_2)) \\
q_t(T(x_1)) + T(q_f(x_1)) \\
q_f(F(a)) + F(a) \\
q_f(F(<x_1>)) + F(<q_e(x_1)>)) \\
r_e(E(x_1 + x_2)) + E(r_e(x_1) + r_t(x_2)) \\
r_e(E(x_1)) + E(r_t(x_1)) \\
r_t(T(x_1 * x_2)) + T(q_e(x_1) * r_f(x_2)) + q_t(x_2) * r_t(x_1) \\
r_t(T(x_1)) + T(r_f(x_1)) \\
r_f(F(a)) + F(1) \\
r_f(F(<x_1>)) + F(<r_e(x_1)>)) \\
a) A nonlinear t-fst that takes an expression into its derivative \\
B = \langle A, \Sigma, Q, d, R' \rangle \\
R: E(q_e(x_1) + q_t(x_2)) + q_e(E(x_1 + x_2)) \\
E(q_t(x_1)) + q_e(E(x_1)) \\
T(q_e(x_1) * q_t(x_2)) + q_t(T(x_1 * x_2)) \\
T(q_t(x_1)) + q_t(T(x_1)) \\
F(a) + q_f(F(a)) \\
F(<q_e(x_1)>)) + q_f(F(<x_1>)) \\
E(r_e(x_1) + r_t(x_2)) + r_e(E(x_1 + x_2)) \\
E(r_t(x_1)) + r_e(E(x_1)) \]
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**Figure 5.3**

\[
T(<q_t(x_1), q_t(x_2) + q_t(x_3) + t(x_1)>) + r_t(T(x_1 * x_2))
\]
\[
T(r_t(x_1)) + r_t(T(x_1))
\]
\[
F(1) + r_y(F(a))
\]
\[
F(<r_x(x_1)>) + r_y(F(<x_1>))
\]

**b)** The extended b-fst to invert this t-fst

**5.2.3 Parser-Transformers For Nonlinear t-fsts**

We can use this notion of an extended b-fst to construct a parser-transformer that can invert a nonlinear t-fst. Let \( T = \langle \Sigma, \Lambda_0, q_d, R \rangle \) be a nonlinear t-fst. Then we construct \( P = \langle \Delta_0, \Sigma, T, q_d, R' \rangle \) where \( \Delta_0 \) and \( R' \) is a set of rules derived from \( R \). A rule,

\[
y_1, y_2, \ldots, y_k \Rightarrow q(t)
\]

is in \( R' \) if and only if \( R \) contains the rule \( q(t) + t' \) such that either

---

**Lemma 5.4:** Let \( T = \langle \Sigma, \Lambda_0, q_d, R \rangle \) be a nonlinear t-fst and let \( B \) be the extended b-fst derived from \( T \) as above. Then for trees \( t \) and \( t' \), \( B : t \rightarrow t' \) if and only if \( t \in \text{range}(T) \) and \( T : t \rightarrow t' \).

**Proof:** By induction on the mappings defined by \( T \) and \( B \) it suffices to show for trees \( t \) and \( t' \) that \( t \rightarrow t' \) if and only if \( t' \rightarrow t \) since this shows that \( t \rightarrow t' \) if and only if \( t' \rightarrow t \) and hence that \( B \) is defined over the range of \( T \) and that \( B \) finds an inverse of \( T \) when it is defined. Let \( q(t) \Rightarrow (y_1 \ldots y_n) \) be a production of \( T \) where each \( y_i \in \Lambda_0 \) or \( y_i \Rightarrow q(x_i) \). The derived rule is then \( A(y_1 \ldots y_n) \Rightarrow q(t) \). It clearly suffices to show that if several \( y_i \)'s refer to the same tree variable then the derived rule can be applied if and only if the trees represented by this variable are identical. But the definition of an extended b-fst insures just that.

---

**Figure 5.3:** A Sample Extended b-fst
1. \( t' \varepsilon A^k \), \( k = 1 \) and \( y_1 = t' \); or

2. \( t' = A(y_1 \ldots y_k) \) for some \( A \in A_k \).

This is essentially the same construction we used to create a simple pt from a linear t-fst. We can show

LEMMA 5.5: Let \( T \) be a nonlinear t-fst and let \( P \) be the pt constructed as above. Then \( P \) is a regular pt.

Proof: Without loss of generality we can assume that \( T \) is nondeleting. Then it suffices to show that the rules of \( P \) have the proper form, that is, that each tree variable appearing on the left side of a rule appears exactly once on the right side and that no tree variable appears on the right side without also appearing on the left. The right side of a pt rule is simply the left side of a t-fst rule and hence each variable that appears there appears exactly once. Moreover, since \( T \) is nondeleting, every variable that appears in the right part of a rule of \( P \) must also appear in the left part.

We want to show that the regular pt constructed this way actually computes the string inverse of a nonlinear t-fst \( T \). We first show that some parse of \( G(T) \) can be used to direct this computation. Since each production of \( G(T) \) and each rule of the pt constructed from \( T \) is derived from a single rule of \( T \), there is an obvious association between the rules of \( P \), the productions of \( G(T) \), and the rules of \( T \). Using this association we show

LEMMA 5.6: Let \( T \) be a nonlinear t-fst, \( P \) the pt constructed from it, and \( G(T) \) its target grammar. If \( T : t \rightarrow t' \) for trees \( t \) and \( t' \) and \( s = fr(t') \) then there is a parse of \( s \) using \( G(T) \) which when applied to \( P \) for \( s \) yields the tree \( t \).

Proof: Let the transformation yielding \( t' \) be

\[
t = t_0 \Rightarrow t_1 \Rightarrow \ldots \Rightarrow t_n = t'
\]

and let \( a_1 = fr(t_i) \) for \( 0 \leq i \leq n \). We claim that \( t \Rightarrow \gamma \) if and only if \( a_0 \Rightarrow a_1 \) and hence that \( t \Rightarrow t' \) if and only if \( s \in L(G(T)) \). Clearly this holds for the case \( i = 0 \). We use induction to prove that it holds for \( 1 \leq i \leq n \) by showing that if \( t_i \Rightarrow t_{i+1} \) using some production of \( T \), then the corresponding production of \( G(T) \) takes \( a_i \Rightarrow a_{i+1} \). But this follows immediately from lemma 4.5 since nonlinearity does not affect the state-frontier.

Using this lemma we can show that a regular pt will invert a nonlinear t-fst by

THEOREM 5.7: Let \( T \) be a nonlinear t-fst. Then there is a context free grammar \( G \) and a regular parser-transformer \( P \) such that \( P \) computes the string inverse of \( T \) given some parse of the target string using \( G \).

Proof: Let \( P \) be the pt constructed from \( T \) and let \( G = G(T) \). Then lemma 5.6 shows that \( P \) is defined over the range of \( T \) and it suffices to show that when \( T \) is defined \( P \) can invert it. This follows by induction from the fact that if \( \gamma \Rightarrow \gamma' \) for sequences of trees \( \gamma \) and \( \gamma' \), then \( T \) can take a tree whose state-frontier corresponds to the sequence \( \gamma' \) into one with sequence \( \gamma \). If the production of \( P \) used here is
y_1, \ldots, y_m \rightarrow q(t), then it is clear that the corresponding production of T, q(t) \rightarrow A(y_1, \ldots, y_m), modifies the state-frontier correctly.

We can also show that in some sense a regular pt is the proper model for inverting a nondeleting t-fst. In particular

**Theorem 5.8:** For any regular pt P, there is a nondeleting t-fst T such that P computes the string inverse of T.

Proof: Let P = \langle \Sigma, \Gamma, Q, q_0, \delta, \epsilon, \mathcal{R} \rangle and construct the t-fst T = \langle \Sigma, \Gamma', Q', q_0', \delta', \epsilon, \mathcal{R}' \rangle where \delta' = \delta, \delta', (\epsilon' \mid q \in Q \text{ and } y_1, \ldots, y_n \rightarrow q(t) \in \mathcal{R}), \text{ and } \mathcal{R}' \text{ is derived from } R \text{ by}

\[ q(t) \in \mathcal{R}' \text{ if and only if } a \rightarrow q(t) \in \mathcal{R}, \]

and

\[ q(t) \in \mathcal{R}'(y_1, \ldots, y_n) \text{ if and only if } y_1, \ldots, y_n \rightarrow q(t) \in \mathcal{R}. \]

It is clear that T is a nondeleting t-fst. Thus it is enough to show that if we construct the pt that inverts T we get precisely P. But this again follows immediately from the construction.

**Lemma 5.9:** Let T be a nonlinear t-fst and let G \rightarrow G(T) be its derived target grammar. Then given a string s of length n we can determine a tree t such that T : t \rightarrow t' and fr(t') = s in time O(n^2 A_G(n)).

Proof: We assume that the grammar is first parsed with a universal algorithm such as Earley's so that all parses are available. This takes time T'_\text{parsing}. Then for each of the at most A_G(n) parses that are discovered, we use the pt P derived from T to attempt to find an inverse. It is thus enough to show that this pt can operate in time O(n^2).

If A_G(n) is infinite, the theorem is trivial. If it is bounded then G must be cycle-free for all strings of length n. But then any parse tree of s can only have O(n) nodes. As a pt does one operation for each node of this tree it is thus sufficient to show that each step of a pt translation takes time at worst O(n). The most that a single step can do though is to compare a constant number of trees for equal-
ity. As each such tree has at worst $O(n)$ nodes, this takes time at worst $O(n)$.

While this result may be useful in some cases, many practical target grammars are ambiguous or contain cycles and thus have an exponential or infinite number of parses. Moreover, the question of whether a given grammar has a polynomial bounded $A_G$ is undecidable [61] and hence even for a specific case we may not know whether testing all parses is a tractable or intractable approach. We would like an algorithm that does not have to consider all parses and that would run in polynomial time. Unfortunately we will show that we are not likely to find such an algorithm.

We first present an upper bound on the complexity of inverting a nonlinear t-fst. Although this upper bound is not particularly practical, we later show that it is the best we can do for a general t-fst.

**Lemma 5.10:** The problem of inverting a t-fst is in the class PSPACE.

**Proof:** The target language of a t-fst is context sensitive [15] and thus determining if a string is in the target language is reducible to determining membership in a context sensitive language. But this latter problem is in the class PSPACE [4] and hence so is that of inverting a t-fst.

We can improve this upper bound for those t-fsts that are useful for expressing semantics. These insure that the information content of the target string is at least as great as that of the source string. In particular, a t-fst $T$ is called regular if its domain is cycle-free and if there is a constant $c$ dependent only on $T$ such that if $T:t\Rightarrow t'$ then $|fr(t')| \leq c|fr(t)|$. The first condition insures that a parse of the source string can only describe the source string and cannot code other information in the cycles of the grammar. The second condition insures that the size of the target string is at least linear in the size of the source string.

This restriction is a natural one for this class of semantic mappings. Most grammars that are used to describe programming languages, the source of a semantic mapping, are cycle-free. Moreover, it is easy to take a context free grammar containing cycles and replace it with an equivalent cycle-free one. Aho and Ullman have also shown [10] that if the size of the output frontier of a deterministic t-fst $T$ is not at least linear in the size of its input frontier, then the range of $T$ is finite. Such a mapping would not be useful for specifying semantics.

For the class of regular t-fsts we can show the improved result

**Lemma 5.11:** The problem of inverting a regular t-fst $T$ is in the class NP.

**Proof:** Based on the nondeterministic model of a regular parser-transformer already presented and the proof of lemma 5.9 which shows that if we guess a parse we can check it in polynomial time, it suffices to show that the size of a parse, if one exists, is polynomial in the
size of the target string. Suppose T:t→t'. Let t' = |fr(t')| and 
t = |fr(t)|. Then since T has a cycle-free domain grammar by assumption, 
the size of an accepting parse is O(t). But, as T is regular, 
O(t) ≤ O(t').

We next show that the upper bounds of lemmas 5.10 and 5.11 are 
tight. We first show

**Lemma 5.12:** The problem of inverting a fixed regular t-fat, T, is NP-hard.

**Proof:** We show that the NP-complete problem of 3-satisfiability 
can be reduced to the problem of inverting a fixed regular t-fat by 
presenting a fixed t-fat T and a construction that gives a string s for 
given 3-satisfiability problem such that T inverts s if and only if 
the given problem has a positive solution.

Let T=<S,A,Q,σ,A> where 
\( t_0 = (\epsilon, t, t, t), t_1 = (S, B), t_2 = (A, B) \)
\( A_0 = (0, A, B), A_1 = (A, B), A_2 = (B, S), A_3 = (A, B), A_4 = (A, B) \)
\( Q = (q_a, q_b, q_c) \)

and where P contains the rules

\begin{align*}
q_b(S(x_1)) & \rightarrow (q_a(x_1), 0)
q_a(A(x_1)) & \rightarrow (q_a(x_1), 0)
q_a(A(x_1)) & \rightarrow (q_a(x_1), 0)
q_b(B(x_1)) & \rightarrow (q_b(x_1), 0)
\end{align*}

It is not hard to verify that the domain grammar of this translation is 
simply

\begin{align*}
S & \rightarrow A 
A & \rightarrow 1A 
A & \rightarrow 0B 
B & \rightarrow tB 
B & \rightarrow 1B 
B & \rightarrow 0B
\end{align*}

This is an unambiguous regular grammar describing strings of the form 
\( l^q(01^q)^* \), that is, a sequence of 1's followed by a sequence of t's and 
f's.

Let S be a 3-satisfiability problem with clauses \( D_1, \ldots, D_r \) over the 
variables \( u_1, \ldots, u_m \) and their complements. We can assume, without loss 
of generality, that each clause contains exactly 3 distinct variables 
and that \( r = 2^k \) for some integer \( k \). For each clause \( D_i \) we construct a 
string \( s_i = 0^{n/2} s_i^R \) where \( s_i^R \) is the reverse of \( s_i \) and where \( |s_i| = m \) and the 
\( j \)-th component of \( s_i \), \( s_i^R_j \), is determined from \( u_j \) as
1. if \( u_j \in D_1 \) then \( a_j = b \);

2. if \( u_j \in D_2 \) then \( a_j = c \);

3. otherwise \( a_j = a \).

It is clear from our assumptions on the clauses that each \( s_i \) is well defined and moreover contains exactly three symbols that are either \( b \) or \( c \). We construct the string \( s \) to be the concatenation of these \( s_i \), that is, \( s = s_1 s_2 \ldots s_r \). It is clear that \( s \) describes the set of clauses \( D_1, \ldots, D_r \) and that the size of \( s \) is \( O(m) \) and hence is polynomial in the size of the problem \( S \).

Then we claim

CLAIM: There is a tree \( t \) such that \( T: t \to t' \) with \( fr(t') = s \) if and only if \( D_1, \ldots, D_r \) are simultaneously satisfied.

It should be clear that proving this claim proves the theorem since given any 3-satisfiability problem we can form the string \( s \) in polynomial time and then, if we could also determine if an inverse to \( s \) exists in polynomial time, we would be able to determine if the set of clauses is satisfiable in polynomial time.

We first show that if there is an assignment of truth values such that all the clauses are satisfiable, then there is a tree \( t \) which establishes the claim. Suppose we have such an assignment. Let \( S \) and \( s \) be as before and let \( r = 2^k \). Then let \( \beta = \gamma, \gamma' \) where \( \gamma \) is the \( i^{th} \) component of \( \gamma \), \( \gamma' \), is \( t \) if \( u_j \) is assigned the value true and \( f \) if \( u_j \) is assigned the value false. Let \( t \) be the unique parse tree of \( \beta \) with the domain grammar of \( T \). Then we need to show it is possible that that \( T: t \to t' \) where \( fr(t') = s \). \( T \) first takes the series of \( k \) ones in \( t \) and constructs \( 2^k \) copies of subtrees of the form \( q_a(A(s_B(x_{z_1}))) \) for \( z \in \{ t, f \} \). These in turn are transformed into \( r \) copies of \( A(q_b(B(z_{x_1}))) \), each of which is processed independently. It is then enough to show that the \( i^{th} \) such subtree can be mapped into the string \( s_i \).

Every translate of \( q_b(B(z_{x_1})) \) is of the form \( 0^k s_0 \) where \( s_0 \) is an arbitrary member of \( \sigma \backslash \omega \). Thus we need only show that for the particular \( \alpha \) of \( s_i \) we can form an initial string of \( m+7 \) zeros. Exactly \( m-3 \) of the elements of \( \alpha \) must be \( b \) and hence contribute \( m-3 \) zeros to the translate. The remaining elements are either \( b \) if the corresponding variable is used in a positive sense in \( D_i \) or \( c \) if the corresponding variable is used in a negative sense. If we assign the value true to this variable we add three zeros for \( b \) and two for \( c \), while if we assign false to it we add two zeros for \( b \) and three for \( c \). Thus we add exactly six zeros if the clause is not satisfied and seven, eight or nine zeros if it is. Finally the translation of \( B^k s \) can add either one, two or three more zeros. Then it is clear that at most \( m+6 \) zeros can be present if the clause is not satisfied while \( m+7 \) zeros can be achieved whenever the clause is satisfied. Thus the translation is possible when the set of clauses is satisfiable. An example of such a translation is given in figure 5.4.
Variables: $u_1, u_2, u_3$

Clauses: $(u_1 \overline{v_2} v_3), (u_1 v_2 \overline{v_3})$

Problem Coding: 00000000000000000000000000000000
Solution: $u_1 = t, u_2 = u_3 = f$

Solution Coding: 10100000000000000000000000000000

For an arbitrary nonregular t-fst we improve this result by

**LEMMA 5.13:** The problem of inverting an arbitrary deterministic t-fst is PSPACE-hard.

Proof: Let $s$ be a positive integer and let $M$ be the linear bounded automata that recognizes the hardest context sensitive language. Then it is known that the problem of determining if a string of length $s$ is accepted by $M$, i.e., is in $L(M)$, is PSPACE-complete. To prove the lemma we reduce this recognition problem to that of inverting a deterministic t-fst by defining a t-fst whose operation in effect simulates a linear bounded automata. Such a t-fst takes as input the initial string and the sequence of operations of the LBA and yields a string composed of

Figure 5.4: Example of Inversion Solving a 3-satisfiability Problem
the initial string and a constant string if and only if the LBA accepts
the initial string using the given sequence of operations. This t-fst
then has an inverse if and only if there is a sequence of operations
whereby the LBA can accept the initial string.

Let \( L(M) \) be a language over the alphabet \( \Sigma \). By definition \( M \) has
rules of the form \( <\sigma, a, b, n, \sigma'> > \) where \( \sigma \) and \( \sigma' \) are members of the finite
set of states \( P \), \( a, b \in \Sigma \), and \( n \in \{-1, 0, 1\} \). Moreover, without loss of gen-
erality we can assume that \( M \) has an initial state \( q_0 \) and accepts only if
it enters the final state \( q_f \) with the tape containing all \( 0 \in \Sigma \). Let the
set of rules of \( M \) be \( \mathcal{R} = \{ r_0, r_1, \ldots, r_n \} \).

Given \( M \) and \( s \) as above we construct the t-fst \( T = (E, \delta, \Sigma, q_0, q_f, \mathcal{R}) \) where

1. \( E_0 = \{ q_0 \} \), \( E_1 = \{ R_i \mid 0 \leq i \leq |\mathcal{R}| \} \cup \{ S \} \), \( E_2 = \{ B, C \} \);
2. \( \delta_0 = \{ q_0 \} \), \( \delta_1 = \delta_2 = \delta_3 = \{ A \} \);
3. \( Q \subseteq \{ (0, \ldots, s-1) \} \cup \{ B \} \cup \{ p_{a,i} \mid a \in \Sigma, 0 \leq i \leq s \} \cup \{ q_f \} \).

The domain grammar of \( T \) is a subset of the context free grammar
\( L(E_1, R, S) \) where \( E_1 \cup E_2 \) and \( R \) contains the productions

\[ S \rightarrow B \]
\[ B \rightarrow aB \quad \text{for all } a \in \Sigma \]
\[ B \rightarrow aC \quad \text{for all } a \in \Sigma \]
\[ C \rightarrow \$ \quad \text{for all } a \in \Sigma \]
\[ R_i \rightarrow E_j \quad \text{for all } 0 \leq i \leq n \]
\[ R_i \rightarrow S \quad \text{for } 0 \leq i \leq n \].

Intuitively this domain consists of a copy of the source string \( a \) fol-
lowed by \( \$ \) followed by \( z^k \) where \( k \) is the number of steps \( \mathcal{M} \) takes in
accepting \( a \). The parse of \( \$z^k \) is a chain of nodes labeled \( R_i \) indicating
the order of application of the rules of \( M \). \( T \) operates by first making
a copy of this tree, each copy representing a single tape square.

Then it simulates \( M \) using the state tuples to represent the state of \( M \),
the tape position and the tape contents. The first element of each
tuple represents the head position by the mod \( s \) distance of this tape
square from the head, the second element represents the current state of
\( M \), and the final element represents the contents of the tape square.
A translation is produced only if \( M \) enters its final state with all tape
symbols being \( 0 \).

The rules of \( T \) are split into several groups. The rules to do the
proper initialization are

\[ q_0(S(x)) \rightarrow A(q_0(x)) \]
\[ q_{i-1}(B(ax)) \rightarrow A(p_{a,i}(x)) \quad \text{for all } a \in \Sigma, 0 \leq i \leq s-2 \]
\[ q_{i-1}(B(ax)) \rightarrow A(p_{a,i}(x)) \quad \text{for all } a \in \Sigma, 0 \leq i \leq s-2 \]
\[ p_{a,i}(C(S)) \rightarrow A(<i, 0, a>) \quad \text{for all } a \in \Sigma, 0 \leq i \leq s-1 \]

The \( q_i \) states just accept each input symbol in turn and create a copy of
the parse tree for the corresponding tape square. The \( p_{a,i} \) states
remember the input symbol for some tape square and just ignore the rest
of the source tape description. The second set of rules actually simu-
late \( M \). Let \( r_j = \langle \sigma, a, b, n, \sigma' \rangle \) be a rule of \( M \) with \( \sigma' \neq q_f \). Then we add to
\( T \) the rules

\[ <0, \sigma, a>(R_j(x)) \rightarrow A(<i, \sigma', b>(x)) \quad \text{for } i = (-n \mod s) \; \text{and} \]
<i, o, c>(R_j(x_1 ...)) = A(<i', o', c>(x_1)) for i < s, i' = ((i-n)mod s)
and all c ∈ Q.

It is clear that these rules change the state so as to simulate M performing the action of rule \( R_j \). Finally, the last set of rules insure that \( M \) terminates properly. These are

<\( i, o, c, 0 \rangle(\$) \rightarrow \$ for \( 0 \leq s < 1 \).

Then \( T \) is clearly a deterministic t-fst that takes the proper parse tree for \( a \$^k \) into the string \( a \$^s \) if and only if \( M \) accepts \( a \) with \( k \) operations. Moreover if \( s = 1 \), then the size of the source string is linear in the size of the target string and the domain grammar of \( T \) contains cycles, while if \( s = 1 \), the domain grammar is cycle-free but the source string can be exponentially larger than the target string.

We can summarize the complexity results of this section by

**Theorem 5.14:** The problem of inversion is

1. PSPACE-complete for an arbitrary t-fst;
2. NP-complete for a fixed regular t-fst.

### 5.3 Generalized Syntax-Based Translation Schemata

The results of the previous section are quite negative in terms of automatic programming, since they say an automatic programming problem is intractable if it requires a fixed nondeterministic t-fst or an arbitrary nonregular t-fst for its semantic specification. This is quite a contrast to the results of the previous chapter where we showed that automatic programming was practical if linear tree mappings were used. In order to reconcile these differences and to complete our study of practical automatic programming, we consider fixed deterministic t-fsts in this section and show that they can usually provide a practical semantic characterization.

We actually consider the class of generalized syntax-directed translation schemata as they form a more practical description of the class of deterministic tree transducers [90]. We first prove that the problem of inverting an arbitrary GSDTS is intractable. This shows that the best algorithm for inverting a fixed GSDTS we could realistically expect to find would have polynomial time complexity where the degree would depend on the GSDTS. Using determinism and a characterization of the class of context sensitive grammars that describe the target language, we then present an algorithm that achieves this bound.

#### 5.3.1 Inverting An Arbitrary GSDTS

Since GSDTS are equivalent to the class of deterministic top-down tree transducers, the results of the previous section show the problem of inverting an arbitrary GSDTS is PSPACE-complete. This problem becomes more interesting when we consider the more natural class of regular GSDTS. A GSDTS is called regular if its source grammar is cycle-free and if the size of the target string grows with the size of the source string. The results of Aho and Ullman [10] show that if a GSDTS is not regular then either it is based on a grammar containing
cycles, which is unlikely, or its range is finite, in which case it is useless for specifying semantics. Moreover, they show that if the size of the target string is not bounded by a constant, it must be at least linear in the size of the source string.

Therefore our primary interest lies in the complexity of inverting regular GSDTS. These form a superset of the class of SDTS, and thus there is a trivial lower bound of $T_{\text{Parsing}}$. We can improve this bound by a method similar to that used in lemma 5.12.

**THEOREM 5.15:** The problem of inverting an arbitrary regular GSDTS is NP-complete.

Proof: Since GSDTS are just deterministic tree transducers, lemma 5.11 shows that the problem of inverting an arbitrary regular GSDTS is in the class NP. Hence it is sufficient to show that it is NP-hard. We do this by reducing the problem of 3-satisfiability to that of inverting an arbitrary GSDTS. For a given set of clauses of a 3-satisfiability problem we construct a regular GSDTS $T$ and a string $s_0$ such that $T$ has an inverse for $s_0$ if and only if the set of clauses is satisfiable.

Let $P$ be a 3-satisfiability problem with clauses $D_1, \ldots, D_r$ over the variables $u_1, \ldots, u_m$, and suppose, without loss of generality, that each clause contains exactly three distinct variables. We define $a_{i,j}$ for $\text{lsisr}$ and $l_{isjr}$ uniquely by

a) if $u_j$ is used positively in $D_i$ then $a_{i,j}^1$;

b) if $u_j$ is used negatively in $D_i$ then $a_{i,j}^2$; and

c) otherwise, if $u_j$ not used in $D_i$, then $a_{i,j}^3$.

Using this definition we construct the regular GSDTS $T=\langle N, \Sigma, \delta, \Gamma, R, S \rangle$

where

\[ N = \{S, A, B, C\} \]
\[ \Sigma = \{t, f, s, a, b, c, d\} \]
\[ \delta = \{s, y, d\} \]
\[ \Gamma = \{S, B_1, C_1, C_2, C_3\} \cup \{A\} \] for $\text{lsisr}$

and where $R$ contains the rules

1) $S \rightarrow \text{ds} \quad S_1 = \text{ds}_1$
2) $S \rightarrow A \quad S_1 \rightarrow A \text{sa}_1 \text{sa}_2 \ldots \text{sa}_r$
3) $A \rightarrow \text{c}_1^1 \ldots \text{c}_m^1 \ldots \text{r}^1 \quad A_1 \rightarrow \text{c}_1^1 \ldots \text{c}_m^1 \ldots \text{r}_1^1$ for $\text{lsisr}$
4) $B \rightarrow a \quad B_1 = \text{x}$
5) $B \rightarrow b \quad B_1 = \text{xx}$
6) $B \rightarrow c \quad B_1 = \text{xxx}$
7) $C \rightarrow t \quad C_1 = \text{xxx} \quad C_2 = \text{xx} \quad C_3 = \text{x}$
8) $C \rightarrow f \quad C_1 = \text{xx} \quad C_2 = \text{xxx} \quad C_3 = \text{x}$

It is clear that this GSDTS is regular. Moreover, its size is polynomial in $r$ and $m$ and hence in the size of the 3-satisfiability problem $P$.

Rule 1 of this mapping allows the acceptance of infinite source and target strings and serves only to insure that the schema is regular. Otherwise, considering only rules 2 through 8, $T$ accepts source strings of the form $(tu)^m (a \cup b c)^r$. Intuitively, the first part of this string is a truth assignment to the $m$ variables and the second part is arbitrary. $T$ operates by copying this truth assignment once for each clause
of $P$ and then creating a string of $x$'s based on the clause such that this string can be of a certain length if and only if the clause is satisfied by the truth assignment. Formally we show

CLAIM: There is a mapping of $A_i$ into $x^{m+7}$ if and only if the truth assignment specified by the parses of $C_j^i$ in rule 3 for $1 \leq j \leq m$ satisfies the clause $D_i$.

To prove this claim we note that the only translate for $A_i$ is

$$A_i \rightarrow C_1^i \cdots C_m^i \vec{p}^i.$$

Since the $a_{i,j}$ are dependent on $D_i$, all but three of them must have the value 3. Hence, since any parse of $C_3^i$ yields $x$ and since $B_i^i$ appears only in this translate and hence the corresponding parse of $B$ is arbitrary and can yield $x$, $x^2$, or $x^3$, it is sufficient to show that the three $C_i^i$ corresponding to the variables used in $D_i$ can together yield one of the strings $x^7$, $x^8$ or $x^9$ if and only if $D_i$ is satisfiable. The translate used for $C_i^i$ is $C_1^i$ if $u_i$ is used positively in $D_i$ and is $C_2^i$ if it is used negatively. Also, $C_1^i$ yields $x^3$ if $C \epsilon T$ is the parse corresponding to this $C_i^i$ and $x^2$ otherwise, while $C_2^i$ yields $x^3$ if $C \epsilon T$ is the corresponding parse and $x^2$ otherwise. Hence $x^3$ is generated for some $C_i^i$ if and only if the truth assignment makes the corresponding literal true in $D_i$ and the claim follows.

Now let $s_0 = (x^{m+7})$. Clearly $|s_0|$ is polynomial in the size of the 3-satisfiability problem. We claim that $T$ maps some string into $s_0$ if and only if each $D_j$ of $P$ is satisfied by a common truth assignment. This follows since rule 2 insures that the same truth assignment is used to test each clause and the claim shows that $x^{m+7}$ is achievable if and only if the corresponding clause is satisfied by the truth assignment.

This shows that the problem of inverting a regular GSDTS is hard in general. However, many of the translations we are interested in are fixed or at worst fairly simple, so it is reasonable to ask whether the problem is still hard for a fixed regular GSDTS. While it might be possible to find an infinite class of algorithms such that every regular GSDTS can be inverted in fixed polynomial time by some unknown algorithm in this class, this seems both unlikely and impractical. If we restrict ourselves to one algorithm (or equivalently a finite set of algorithms) then the above theorem says that the best we can hope to achieve for a fixed regular GSDTS is an algorithm that runs in polynomial time where the degree of the polynomial is dependent on the particular translation schema. In the following sections we show that this bound is actually achievable. We also demonstrate restricted classes of GSDTS for which this algorithm is quite practical.

5.3.2 Determinism Versus Nondeterminism

In the previous section we showed that the problem of inverting a fixed regular nondeterministic $t$-fist is NP-complete. We now want to show is that the same problem for a deterministic $t$-fist is solvable in polynomial time. In order to do this we must demonstrate some basic difference between the two models that allows this contrast in complexity. This difference can be summarized quite simply as follows: a
nondeterministic tree transducer can duplicate a subtree and then process the copies in an exponential number of ways while a deterministic tree transducer can duplicate a subtree and then process the copies only in a constant number of ways.

The major problem that arises when inverting a top-down tree transducer is that of nonlinearity where a subtree is copied in the forward translation and the copies are processed independently. In the inverse translation the results of these copies are processed independently and we must insure that they all yield identical trees. In a nondeterministic tree transducer this problem is quite complex. In particular each copy can be processed nondeterministically and hence, in the worst case, can yield an exponential number of different trees. Lemma 5.12 shows that resolving this problem is NP-complete. For a deterministic transformation, on the other hand, the number of different translations possible for a given subtree is bounded by the number of initial states that can be assigned to that subtree. This is easily seen since for a fixed state and subtree, determinism insures that the translation is always the same. Thus we can bound the number of possible translates of a subtree by the total number of states or more specifically by the maximum number of different states assigned in any one rule to a copied subtree. This greatly simplifies the task of inverting a deterministic mapping.

5.3.3 P-Grammars

To invert a syntax-directed translation schema we applied a parse of the target string to the source grammar. We use a similar technique for a generalized schema. To do this we first must determine the type of grammar needed to describe the target language. We define a grammar whose productions are just the target productions of the GSDTS and are applied in the same manner that a GSDTS applies its rules. Such a grammar describes a context sensitive language since Baker has shown that any t-fst target language is context sensitive [15]. We call this type of grammar a parallel or P-grammar since the productions consist of a set of rules to be applied in parallel.

Formally a P-grammar is a 4-tuple \(<N, I, S_1, P>\) where N is a finite alphabet of nonterminal symbols, I is a finite alphabet of terminal symbols, \(S_1 \in N\) is the initial symbol, and P is a finite set of productions. The elements of N have the form \(A_i\) where i is a positive integer and the productions of \(P\) are of the form

\[
(A_1 \rightarrow \beta_1 , \ldots , A_m \rightarrow \beta_m)
\]

where each \(A_i \in N\) and each \(\beta \in (NU)^*\). For such a production we call the elements \(A_i\) the sources, the strings \(\beta_i\) the targets, and the pairs \(A_i \rightarrow \beta_i\) the translates. We require that whenever \(A_i\) and \(A_j\) are in N, \(i \neq j\), and \(A_i\) appears as a source of some production, then \(A_j\) is also a source of that production. Finally we say that two nonterminals appearing as translates of some production are associated if they are of the form \(B_i\) and \(B_j\) for some i and j. To denote nonassociated occurrences of the
same variable we allow superscripting. Thus $B_j^k$ and $B_j^l$ are associated in some production if and only if $k = l$.

The sentential forms of a P-grammar are strings in $(\mathbb{N}^\mathbb{Z})^\mathbb{N}$ where $\mathbb{Z}$ is the set of positive integers. We denote the nonterminal elements of these strings as $A_j^k$ where $A_j \in \mathbb{N}$ and $k > 0$ is the association integer.

We say that $s \rightarrow s'$ by a production $(A_1^k B_1^k, \ldots, A_m^k B_m^k)$ if and only if

1. there is some $i$ and some $k$ such that $A_i^k s$; and
2. $s'$ is derived from $s$ by replacing each occurrence of $A_j^k s$ for any $j$ and a fixed $k$, by the string $B_j$ modified so that each set of associated nonterminals of the production is assigned unique association integer not appearing in $s$.

An example of a P-grammar and such a derivation is presented in figure 5.5. We will normally omit the association integers when no ambiguity can arise and thus we present the derivation of figure 5.5b as shown in figure 5.5c.

This definition of a P-grammar is closely related to the operation of a GSDTS. We can use this relationship to show

**Lemma 5.16:** A P-grammar

a) describes the range of a GSDTS;
b) is the target grammar of a GSDTS;
c) describes the target language of a deterministic t-fst;
d) is context-sensitive; and
e) is not in general context free.

Proof: If we have a GSDTS $T = \langle N, \Sigma, \Delta, \Gamma, R, S \rangle$, we can easily derive its target grammar as $\langle \Gamma, \Delta, S, R' \rangle$ where $R'$ is the set of target productions of $T$. Then it is clear from the definition that this target

**Figure 5.5:** An Example P-grammar
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grammar is precisely a P-grammar. This shows points a) and b).

Point c) follows since for any deterministic t-fst an equivalent GS DTS can be effectively found and for any GS DTS an equivalent deterministic t-fst can be effectively found. Point d) follows from the work of Baker who showed that the range of a t-fst mapping is context sensitive [15]. Finally point e) follows from point c) and the example of figure 5.2.

In the previous chapter we inverted an SDTS by parsing its target grammar and applying this parse to the source grammar. We can use the same technique for a GS DTS and hence reduce the problem of inversion to that of parsing a P-grammar. In particular

LEMMA 5.17: Let T be a nondeleting GS DTS. Let G be its context free domain grammar and P its target P-grammar. If \( \gamma' \) is a parse of a string \( s \) using P then \( \rho \) applied to G yields a string \( s' \) such that \( T:s' = s \).

Proof: Let

\[
S \xrightarrow{\rho} G \xrightarrow{P} \ldots \xrightarrow{P} \beta_n
\]

be the parse \( \rho \) applied to the grammar P and let \( \gamma_1 \rightarrow S \). We then claim that \( \beta_i \rightarrow \beta_i \) implies \( \gamma_i \rightarrow \gamma_i \) for some \( \gamma_i \) such that there a one-to-one correspondenec between nonterminals in \( \gamma_i \) and sets of associated nonterminals in \( \beta_i \). Clearly this holds for \( i=1 \). Then it suffices to show that applying a production of P to \( \beta_i \) and applying the corresponding production of G to \( \gamma_i \) preserves the condition. By induction there is a one-to-one correspondence between the variables expanded by a production of P in \( \beta_i \) and some variable in \( \gamma_i \). Then the definition of a GS DTS implies that the corresponding production of G expands just this variable in \( \gamma_i \), and moreover, that the application preserves this one-to-one relationship. Finally \( \gamma_n \) is actually a terminal string since it contains a nonterminal only if \( \beta_n \) does. Finally, by the definition of a GS DTS, as \( \rho \) is a parse of \( s' \), \( \rho \) applied to P is a translation of \( s' \) using T and hence T:s' = s.

Figure 5.6 gives an example of a GS DTS, its target P-grammar, and the use of a parse of the P-grammar to invert the GS DTS.

5.3.4 Parsing P-Grammars

A P-grammar is difficult to parse because the application of productions can be spread throughout the entire string. To avoid this problem we determine a context free grammar for a given P-grammar such that a parse of the context free grammar meeting certain conditions defines a parse of the P-grammar. We then use a modification of Earley’s parsing algorithm to determine and check a parse of this context free grammar and thus to produce a parse of the P-grammar. This method is analogous to inverting a nonlinear t-fst by finding a proper parse of its context free target grammar. The major difference is that determinism in this case allows us to find a polynomial algorithm for parsing a fixed P-grammar.
\[ T = \langle N, I, A, S, R, S \rangle \]

\[ N = (S, A) \]

\[ I = (0, 1) \]

\[ A = (a) \]

\[ S = \{ S_1, A_1, A_2 \} \]

R: 1) \((S \rightarrow IA, S_1 \rightarrow A_1 A_2)\)

2) \((A \rightarrow IA, A_1 \rightarrow A_1 A_2, A_2 \rightarrow A_2 A_2)\)

3) \((A \rightarrow 0A, A_1 \rightarrow A_1, A_2 \rightarrow A_2)\)

4) \((A \rightarrow a, A_1 \rightarrow a, A_2 \rightarrow a)\)

a) An example GSDTS to map \(\langle x, a^n \rangle \mid x \text{ is } n \text{ in binary}\)

\[ P = \langle G, A, R', S_1 \rangle \]

R: 1) \((S_1 \rightarrow A_1 A_2)\)

2) \((A_1 \rightarrow A_1 A_2, A_2 \rightarrow A_2 A_2)\)

3) \((A_1 \rightarrow A_1, A_2 \rightarrow A_2 A_2)\)

4) \((A_1 \rightarrow a, A_2 \rightarrow a)\)

b) The derived P-grammar

c) Using a parse of P to invert T

\[ \begin{align*}
S_1 & \rightarrow A_1 A_2 & \text{by production 1} \\
& \rightarrow A_1 A_2 A_2 & \text{by production 3} \\
& \rightarrow A_1 A_2 A_2 A_2 & \text{by production 2} \\
& \rightarrow aaaaa & \text{by production 4}
\end{align*} \]

\[ S \rightarrow IA \rightarrow 1A \rightarrow 10A \rightarrow 101A \rightarrow 101 \]

d) The derived context free grammar of P

Figure 5.6: Inverting a GSDTS by Parsing Its P-Grammar
We derive a context free grammar from a P-grammar by splitting the productions of the P-grammar in the obvious way. Let \( (A_1^+B_1, \ldots, A_m^+B_m) \) be a production of a P-grammar, \( P \). Then the derived context free grammar, \( G(P) \), contains the \( m \) productions \( A_1^+B_1, A_2^+B_2, \ldots, A_m^+B_m \).

Formally, let \( P=\langle N, I, S, R \rangle \) be a P-grammar. Then \( G(P) \), the grammar derived from \( P \), is \( \langle N, I, S, R' \rangle \) where \( R' \) contains each translate of each production in \( R \). This is illustrated in figure 5.6d for the P-grammar of figure 5.6b. We can then show

**Lemma 5.18:** Let \( P \) be a P-grammar. Then \( G=G(P) \) is context free and \( L(P) \subseteq L(G) \).

**Proof:** To show \( G \) is context free we need only show that all productions have the form \( A^+a \) where \( A \) is a nonterminal. This follows immediately from the construction of \( G \) from \( P \).

To show that \( L(P) \subseteq L(G(P)) \) it is sufficient, by induction on the derivations of \( P \), to show for any sentential form \( \gamma \), that \( \gamma \rightarrow_+ \gamma' \) implies \( \gamma \rightarrow_+ \gamma' \). Let \( \gamma \rightarrow_+ \gamma' \) by a production \( \rho \) of \( P \). Then we can derive \( \gamma' \) from \( \gamma \) using \( G \) by applying each production derived from \( \rho \) to each nonterminal of \( \gamma \) which was changed.

This proof illustrates the relationship between \( P \) and \( G(P) \). To parse \( P \) using \( G(P) \) we must determine when a parse of \( G(P) \) also describes a parse of \( P \). It is not difficult to see that this occurs if and only if

Condition A: Whenever \( A_1, \ldots, A_m \) are associated in an intermediate parse string of \( P \), then the productions used to expand \( A_1, \ldots, A_m \) are all derived from a common production of \( P \).

We are primarily interested in bottom-up parsing and condition A is useful only in a top-down manner since a bottom-up parse could not know which nonterminals are actually associated until the parse was complete. We define a mapping function \( \mu \) that takes a production of \( G(P) \) and returns the rule of \( P \) from which the production was derived. Then \( \mu \) extends naturally to a series of productions of \( G(P) \) and hence to derivations of \( G(P) \). We say that a set of nonterminals \( A_1, \ldots, A_n \) of \( G(P) \) has a common parse if and only if for \( 1 \leq i \leq n \) there is a parse \( \rho_i \) of \( A_i \) such that \( \mu(\rho_1) = \mu(\rho_2) = \ldots = \mu(\rho_n) \). Given this notion, we can introduce a bottom-up condition that insures that a parse of \( G(P) \) is a parse of \( P \):

Condition B: Whenever a production of \( G(P) \), \( A^+S \), is applied in the parse, all associated nonterminals in \( S \) have a common parse.

We can show that both condition A and condition B are sufficient to insure that a parse of \( G(P) \) identifies a parse of \( P \) by

**Lemma 5.19:** Let \( P \) be a P-grammar and \( G(P) \) be its derived context free grammar. Suppose we have a string \( s \) and a parse of \( s \) using \( G(P) \). Then either of the following is a sufficient condition for the parse of \( G(P) \) to identify a parse of \( P \):

1) Condition A holds for the parse of \( G(P) \);
2) Condition B holds for the parse of \( G(P) \).
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Proof: Let \( \rho \) be a parse of \( G(P) \). As \( G(P) \) is context free, we can assume without loss of generality that \( \rho \) is applied so that whenever a set of nonterminals are associated in some intermediate parse string, the productions for each of them are applied essentially simultaneously. If all sets of associated nonterminals are expanded using productions derived from a common production of \( P \), then the parse \( \rho \) applied in this manner is exactly a parse of \( P \). This shows condition A is sufficient.

To show condition B is sufficient we show that it implies condition A. A set of nonterminals have a common parse if and only if every set of associated nonterminals derived from the original set satisfies condition A. Also the definition of associated implies that a set of nonterminals is associated if and only if they are derived from a set of nonterminals associated in some production of \( P \). This shows that condition A holds whenever condition B does.

This reduces the problem of parsing a P-grammar to that of checking if a set of nonterminals has a common parse. If \( G(P) \) is unambiguous then this is simple. However, the general case seems to require exponential time. Using the fact that a GSDTS is deterministic, we can simplify the problem by noting that two identical nonterminals have a common parse if and only if they produce a common string. Assuming we can determine what string is associated with a nonterminal, we need only compare the parses of associated but different nonterminals and then use string comparisons to check the associated occurrences of the same non-
terminals. The important thing here is that the maximum number of different but associated nonterminals is a constant for any given P-grammar.

This is the basic underlying concept for parsing a P-grammar. In the next sections we consider the problem of checking if a set of nonterminals have a common parse. We do this by showing what modifications of Earley's parsing algorithm are necessary to make this check. Using these modifications we construct a complete algorithm to parse a P-grammar which can then be used to invert a GSDTS.

5.3.5 Common Parses

We attempt to check for common parses in the framework allotted by Earley's parsing algorithm. That is, we assume that we are given the items and item lists previously computed by an Earley-like algorithm and want to determine whether a set of nonterminals in some new item shares a common parse. In this section we present a recursive method of checking for a common parse and show what extra information is necessary for its implementation. Then in the next two sections we use this to construct an algorithm to parse a P-grammar.

We want to determine, for some production \( A_1 \rightarrow \beta \) of a potential parse, if all associated nonterminals in \( \beta \) have a common parse. Consider the item

\[
\gamma = [A_1 \rightarrow \alpha ^* B_j \beta, k]
\]

and suppose an item for \( B_j \) is complete and would normally be used to
process the item \( v \). Then it suffices to check if \( B_j \) has a common parse with all the nonterminals in \( a \) that are associated with it. We do not work directly with \( B_j \), but rather consider the parse associated with the item used to complete \( B_j \). Similarly, we consider the completing items for each of the associated nonterminals. If more than one item can represent a nonterminal, we try all possibilities separately. Thus we actually are considering the problem of determining if a set of items represents a common parse. We can show

**Lemma 5.20:** A set of items shares a common parse if and only if
1) they are all derived from the same production; and
2) all of their associated nonterminals share a common parse.

**Proof:** A set of items represents a set of potential parses for a sequence of nonterminals and thus share a common parse if and only if the parses they define for the P-grammar are the same. But this is true if and only if their parse trees have the same root and have corresponding sons that define common parses. But these are just the two conditions of the lemma.

This recursive definition naturally suggests a recursive algorithm to check for a common parse among a set of items. Such an algorithm would check to see if the items were all derived from the same production of \( P \) and then would call itself recursively for all associated nonterminals. This is the intuitive design of the algorithm we propose.

To formulate such an algorithm we need to enhance the items of Earley’s algorithm. We must first identify the production of the P-grammar from which the context free production used by the item is derived. This facilitates the basic checking procedure. We must also be able to determine which items were used to complete the various nonterminals of a given item, a process which is made quite complex by ambiguity in \( G(P) \). We solve the problem by identifying items with their history, that is, by recording for each item the item lists in which it previously appeared. This allows us to determine a relatively small set of items that were used to complete a given item and identifies the segments of the source string from which each of these items was derived.

Formally, an item for our algorithm is composed of a dotted rule, a derived production number, and a history string denoting where the item has appeared before. It is represented as

\[
[A_1 \rightarrow a \ast \beta, j, i_0 : \ldots : i_n]
\]

where \( A_1 \rightarrow a \beta \) is a translate of production \( j \) of the P-grammar, \( n \mid a \mid \), and where the item initially appears in the item list \( E^i_0 \), next appears in the list \( E^i_1 \), and so on. The problem of finding the items that correspond to a given nonterminal \( B_i \) in \( a \) is simply that of finding all items of the form

\[
[B_i \rightarrow \gamma, k, i : \ldots : i_m]
\]

where \( i \) and \( m \) are fixed. We call the set of all such items for a given \( B_i, k \) and \( m \) a list of potential items and denote it as \( (B_i, k \parallel m) \).
5.3.6 An Algorithm To Parse P-grammars

We parse a P-grammar P by restricting the parse of its derived context free grammar G=G(P). To do this we use Earley's parsing algorithm with our extended items and modify it so that an item is added to an item list if and only if there is a common parse of all associated nonterminals of the item that have already been completed. Thus we only add an item if the part we have looked at has a P-parse, that is, a parse with the given P-grammar.

To check for a common parse we introduce the function PARSECHECK of one argument, an extended item. We define this algorithm in the next section and show

**Lemma 5.25:** PARSECHECK(\(\{A_1^{\gamma_p}, p_1, i_0, \ldots, i_m\}\)) returns TRUE for the item \(v\) in some item list if and only if all sets of associated nonterminals in \(aX\) as used to complete this item have a common parse.

Using PARSECHECK we can parse a P-grammar with the algorithm

**Algorithm PPARSE:** Parsing a P-Grammar.

Given: A P-grammar P=(\(N, E, S_1, R\)), a string \(a_1 \ldots a_n\), G=G(P).

Build: A set of item lists \(E_0 \ldots E_n\).

1. (initialization) Let \(k=0\). For each production of G of the form \(S_1^{\gamma_p}\) derived from a rule \(p\) of P add to \(E_0\) the item \([S_1^{\gamma_p}, p, 0]\).

2. Repeat steps a and b until no more items can be added to \(E_k\).

3. If \(k=n\) then halt.

4. (scanner) Set \(k\) to \(k+1\). For all items in \(E_{k-1}\) of the form \([A_1^{\gamma_p}, a, S_1, p, i_0, \ldots, i_m]\) add to \(E_k\) the item \([A_1^{\gamma_p}, a, S_1, p, i_0, \ldots, i_m]\).

Then go back to step 2.

This algorithm is essentially Earley's algorithm except that before an item is constructed in the completer stage, a test is made to determine if the item actually defines a parse of P. Moreover items constructed with the same production but in different ways are not always merged as they normally would be with Earley's algorithm. We want to prove that the algorithm correctly finds a parse of a P-grammar for a
string. We show first that the algorithm treats items as we would expect. In particular we observe

**LEMMA 5.21:** Let \( [A_1^{x_1} \ldots X_j^p, i, a, \alpha, i_0, \ldots, i_j] \) be an item added to some item list \( \mathcal{E}_k \) by the algorithm. Then

1) \( i = i_j \);
2) \( A_1^{x_1} \ldots X_j^p \) is a translate of rule \( p \) of \( P \).
3) \( X_k \) represents a parse of \( a_{k-1}^{x_{k-1}} \ldots a_k \).

Proof: All of these follow simply from the specification of the algorithm.

An example of the item lists generated by PPARSE is given in figure 5.7c.

We next prove that the algorithm works by presenting the exact conditions under which an item is placed in an item list.

**THEOREM 5.22:** After PPARSE executes, the item \( [A_1^{x_1} \ldots a_i, p, j, \ldots, i] \in \mathcal{E}_k \) if and only if \( S_1^{x_1} \stackrel{\gamma, \delta}{\rightarrow} \gamma A_1^{\delta} \) for strings \( \gamma, \delta \) such that \( \gamma^p \rightarrow a_1 \ldots a_j \) and \( a \rightarrow a_{j+1} \ldots a_k \) where \( a \) can contain associated nonterminals.

Proof: We prove this by induction on how an item is added to an item list. Initially we need only consider items of the form \( [S_1^{x_1}, a, p, 0] \).

Clearly \( S_1^{x_1} \rightarrow S_1, \lambda \rightarrow \lambda \) and hence the conditions of the lemma hold.
$E_3$: \[ [A_2^{*}A_2^{a^*}, 1, 1:2:3] \]
\[ [A_2^{a^*}, 2, 2:3] \]
\[ [A_2^{*}A_2^{a}, 1, 1:3] \]
\[ [A_1^{*}A_2^{*}A_2^{a}, 1, 0:1:2:3] \]
\[ [A_2^{*}A_2^{a}, 1, 2:3] \]

$E_4$: \[ [A_2^{*}A_2^{a^*}, 1, 1:3:4] \]
\[ [A_1^{*}A_1^{*}A_2^{a^*}, 1, 0:1:2:3:4] \]
\[ [A_2^{*}A_2^{a^*}, 1, 2:3:4] \]
\[ [A_2^{*}A_2^{a^*}, 1, 2:4] \]
\[ [A_2^{a}, 1, 1:4] \]
\[ [A_1^{*}A_2^{*}A_2^{a}, 1, 0:4] \]
\[ [A_2^{*}A_2^{a}, 1:4] \]
\[ [A_2^{*}a, 2, 4] \]

$E_5$: \[ [A_2^{*}A_2^{a^*}, 1, 2:4:5] \]
\[ [A_2^{*}A_2^{a^*}, 1, 1:4:5] \]
\[ [A_2^{a}, 1, 2:5] \]
\[ [A_2^{*}A_2^{a}, 1, 1:5] \]
\[ [A_2^{*}a, 2, 4:5] \]
\[ [A_2^{*}A_2^{a}, 1, 4:5] \]

$E_6$: \[ [A_2^{*}A_2^{a^*}, 1, 2:5:6] \]
\[ [A_2^{*}A_2^{a^*}, 1, 1:5:6] \]
\[ [A_2^{*}A_2^{a}, 1, 4:5:6] \]
\[ [A_2^{*}A_2^{a}, 1, 2:6] \]
\[ [A_2^{*}A_2^{a}, 1, 1:6] \]

$E_7$: \[ [A_2^{*}A_2^{a^*}, 1, 2:6:7] \]
\[ [A_2^{*}A_2^{a^*}, 1, 1:6:7] \]
\[ [A_2^{*}A_2^{a^*}, 1, 4:6:7] \]
\[ [A_2^{*}A_2^{a}, 1, 6:7] \]
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§ 8:

[\{A_2 \rightarrow a, 1, 4:7:8\},
[A_2 \rightarrow a, 1, 6:7:8],
[A_2 \rightarrow A_2^*, 1, 1:7:8],
[A_2 \rightarrow A_2^*, 1, 2:7:8],
[A_2 \rightarrow A_2^*, 1, 1:8],
[A_2 \rightarrow A_2^*, 1, 2:8],
[A_2 \rightarrow A_2^*, 1, 4:8],
[A_2 \rightarrow A_2^*, 1, 6:8],
[A_2 \rightarrow A_2 A_2^*, 1, 0:4:6:8]}

ICHECK( [A_1 \rightarrow A_1 A_2^*, 1, 0:4:6:8:9] )

\[ t = <A, 1> \]

LCHECK( (A_1, 0\theta 4), (A_2, 2\theta 3), (A_2, 4\theta 5) )

\[ a_2 = a_3 \quad \text{so eliminate } (A_2, 2\theta 3) \]

\[ a_2 = a_3 \quad \text{so eliminate } (A_2, 4\theta 5) \]

ICHECK( [A_1 \rightarrow A^*, 2, 0:1], [A_2 \rightarrow A^*, 2, 1:2] )

\[ t = <A, 2> \]

ICHECK returns <A, 2>

LCHECK returns <A, 2>

\[ t = <A, 1>(<A, 2>) \]

ICHECK returns <A, 1>(<A, 2>)

LCHECK returns <A, 1>(<A, 2>)

\[ t = <A, 1>(<A, 1>(<A, 2>)) \]

ICHECK returns <A, 1>(<A, 1>(<A, 2>))

d) Example Execution of LCHECK and ICHECK

\[ A_1 \Rightarrow A_1 A_2^* \quad \text{by production 1} \]

\[ \Rightarrow A_1 A_2^* A_2 A_2^* \quad \text{by production 1} \]

\[ \Rightarrow A_2^* A_2 A_2^* A_2^* \quad \text{by production 2} \]

e) The String Produced by the Parse <A, 1>(<A, 1>(<A, 2>))

\[ A \Rightarrow aA \Rightarrow aaA \Rightarrow aaa \]

f) The source string produced by this parse

Figure 5.7: Inverting a GSDTS
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There are three ways that an item can be constructed from previous items and added to an item list. We show that each of these preserves the conditions of the lemma and hence by induction we show that the lemma holds.

CASE 1: \([B \xrightarrow{\gamma r,\delta} I_j] \) is added in the predictor stage because of the item \([A_1 \xrightarrow{\alpha B,\delta,\epsilon} \gamma, I_j] \). By induction
\[ S \xrightarrow{\alpha} \gamma A_1 \delta \xrightarrow{\alpha} \gamma B \delta. \]
Moreover,
\[ a = \xrightarrow{\alpha} a_{j+1} \ldots a_k \quad \text{and} \quad \gamma = \xrightarrow{\alpha} a_1 \ldots a_j, \]
and hence
\[ \gamma a = \xrightarrow{\alpha} a_1 \ldots a_j a_{j+1} \ldots a_k. \]

CASE 2: \([A_1 \xrightarrow{\alpha a} \gamma, \delta, \epsilon] \) is added to \( \Xi_k \) in the scanner stage because of the item \( \pi = [A_1 \xrightarrow{\alpha a} \gamma, \delta, \epsilon] \) in \( \Xi_{k-1} \). Clearly
\[ S \xrightarrow{\alpha} \gamma A_1 \delta \quad \text{and} \quad \gamma a = \xrightarrow{\alpha} a_1 \ldots a_j \]
since the item \( \pi \) is in \( \Xi_{k-1} \). By induction
\[ a = \xrightarrow{\alpha} a_{j+1} \ldots a_k, \]
Then
\[ \gamma a = \xrightarrow{\alpha} a_{j+1} \ldots a_k a_{k-1} \ldots a_k. \]

CASE 3: \([A_1 \xrightarrow{\alpha B} \gamma, \delta, \epsilon] \) is added to \( \Xi_k \) in the completer phase because of the items
\[ \pi_1 = [A_1 \xrightarrow{\alpha B} \gamma, \delta, \epsilon] \in \Xi_k \]
and
\[ \pi_2 = [B \xrightarrow{\gamma r, \delta} \gamma, \epsilon] \in \Xi_k. \]
Then, by induction, the existence of \( \pi_1 \) insures that \( S \xrightarrow{\alpha} \gamma A_1 \delta \) for some \( \gamma \) and \( \delta \) such that \( \gamma a = \xrightarrow{\alpha} a_1 \ldots a_j \). We also know by induction that

\[ a = \xrightarrow{\alpha} a_{j+1} \ldots a_k \quad \text{and} \quad B \xrightarrow{\alpha} a_{k+1} \ldots a_l \]
and hence
\[ \alpha B = \xrightarrow{\alpha} a_{j+1} \ldots a_k \]
if and only if \( B \) has a common parse with all nonterminals in \( a \). But this is precisely the condition checked by PARSECHECK and hence by lemma 5.25, the theorem follows.

\[ \square \]

This theorem shows that the algorithm is correct as

COROLLARY 5.23: The item \( [S_1 \xrightarrow{\alpha}, p, 0 : \ldots : n] \in \Xi_n \) after executing PPARSE if and only if \( S_1 \xrightarrow{\alpha} a_1 \ldots a_n \).

Proof: \( S_1 \xrightarrow{\alpha} a_1 \ldots a_n \). \( \square \)

5.3.7 An Algorithm To Determine A Common Parse

We next consider the problem of testing if a set of items have a common parse. We define the algorithm \( \text{LCHECK}(\pi_1, \ldots, \pi_n) \) that determines if the given lists of potential items, \( \pi_1, \ldots, \pi_n \), all share a common parse. This algorithm is then used both to determine the actual parse and to elaborate the function PARSECHECK used in the previous section.
The algorithm LCHECK is basically an efficient implementation of the recursive method suggested by Lemma 5.20. It first insures that there is only one set of potential items corresponding to each \( B_k \). Here determinism is used to allow simple string comparisons to eliminate duplicate lists. The algorithm then considers all possible choices of a set of items, one for each \( B_k \), corresponding to a single production of the P-grammar \( P \). There is a common parse of the original items if and only if one of these sets also has a common parse. Thus, for each set, the algorithm is applied recursively to check all sets of associated nonterminals of these items. This last step is handled by the algorithm ICHECK. In order to insure that both algorithms run as fast as possible, the result of each recursive call to LCHECK is stored so that when the same result is needed again it does not have to be recomputed.

Formally the algorithm for LCHECK is

**Algorithm LCHECK:** Check for a Common Parse.

**Given:** Lists of potential items for an associated nonterminal, \( \gamma_i = (B_i, m_i, \theta_i) \), \( 1 \leq i \leq q \).

**Determine:** A common parse if one exists, FALSE if not.

1. Repeat until no list can be eliminated:
   
   If \( B_i = B_j \) for \( i \neq j \) then if \( a_{m_i+1} \ldots a_{n_i} \neq a_{m_j+1} \ldots a_{n_j} \) then return FALSE, otherwise eliminate the list \( \gamma_j \).

2. Let the remaining lists be \( \gamma_i = (B_i, m_i, \theta_i) \), \( 1 \leq i \leq r \). If no value has been stored for this set of lists or if some element of the set has been changed since a value was stored, then store a value of UNDEFINED and go on to step 3. Otherwise let \( t \) be the stored value. If \( t \) is the value UNDEFINED then return FALSE and otherwise return \( t \).

3. Apply the algorithm ICHECK for each set of items \( \gamma_1, \ldots, \gamma_r \) such that
   
   a) \( \gamma_i \leq \gamma_j \)

   b) all \( \gamma_i \) are based on a single rule \( p \) of the P-grammar \( P \).

   If any such application returns a value other than FALSE, return this value; if all applications return FALSE, then return FALSE. In either case, replace the value of UNDEFINED set in step 2 for this set of lists with this result.

The algorithm ICHECK is then given as

**Algorithm ICHECK:** Check a Set of Items for a Common Parse.

**Given:** A set of items, \( \gamma_i = (B_i, m_i, \theta_i) \), \( 1 \leq i \leq r \).

**Determine:** A common parse if one exists, FALSE if not.

1. Let \( t \) be a tree consisting of a single node with label \( \langle B, p \rangle \).

2. Let the rule \( p \) of the P-grammar \( P \) be

\[
B_1 \rightarrow^* a_1, B_2 \rightarrow^* a_2, \ldots, B_n \rightarrow^* a_n
\]

For each set of associated nonterminals that occur in this rule do steps a and b:

a) If there are no occurrences of any nonterminal of this set in \( P \), go on to the next set. Otherwise determine the lists of potential items \( \gamma_1, \ldots, \gamma_j \) that correspond to occurrences of the nonterminals of this set in \( p \).

b) Apply LCHECK to this set of lists. If it returns FALSE then return FALSE. Otherwise add the returned tree as a son of \( t \).
hence all recursive calls can only be executed once for each of these sets because of step 2, the algorithm cannot loop.

Now consider the algorithm ICHECK. It is given a set of items derived from the common production P and checks, using a recursive call to ICHECK, whether all the associated nonterminals of these items have a common parse. By condition B, this guarantees that the original items represent the production used for the appropriate set of nonterminals.

Moreover the tree set up by ICHECK indicates the production used for the appropriate set of nonterminals, and, by induction, correctly identifies a complete parse of this nonterminal.

Next consider the algorithm ICHECK: It is called to determine if a common parse exists among a set of lists of potential items. Each such common parse exists among a set of lists of potential items. If the list represents a number of ways of putting a given string in some nonterminal, by lemma 5.20, a common parse exists if and only if there is a selection of one item from each such list such that all items are derived from a common production and all items have a common parse. Hence these lists must both represent the same nonterminal string, and it is not hard to see that all parses of these two lists are identical. But then it is enough to check one of these lists and to ensure that both are derived from a common string. This is precisely what ICHECK does in steps 1 and 2. Moreover, a set of lists has a parse with a cycle and hence will access the value UNDETERMINED as step 2 if only if it has a parse without a cycle and hence returning FALSE in this case does not
adversely affect the correctness of the algorithm. Finally, as step 3 just tries out all valid choices of items to find a common parse, the validity of ICHECK shows that this algorithm also works.

Using these two algorithms we can easily specify the function PARSECHECK described earlier as

ALGORITHM PARSECHECK: Check if an item has a P-Parse.

**Given:** The item \( \pi = [A_1 \rightarrow \alpha X \beta, i_0, \ldots, i_n] \).

**Determine:** If all nonterminals of \( \alpha \) associated with \( X \) have a common parse.

1. If \( X \) is a terminal symbol, return TRUE.
2. If \( X \) has no associated occurrences in \( \alpha \), return TRUE.
3. Let \( B_1, \ldots, B_k = X \) be the nonterminals associated with \( X \) in \( \alpha X \). Let \( \pi_1, \ldots, \pi_k \) be the corresponding lists of potential items. Then apply LCHECK to \( \pi_1, \ldots, \pi_k \) and return TRUE if it returns a tree and return FALSE if it returns FALSE.

Then using lemma 5.24 we can prove that PARSECHECK works as claimed by

**LEMMA 5.25:** PARSECHECK(\( \pi = [A_1 \rightarrow \alpha X \beta, p, i_0, \ldots, i_n] \)) returns TRUE for the item \( \pi \) in some item list if and only if all sets of associated nonterminals in \( \alpha X \) as used to complete this item have a common parse.

**Proof:** Since \( \pi \) is an item in a parse list, algorithm PPARSE shows by induction that all nonterminals of \( \alpha \) not associated with \( X \) share a common parse. Thus it suffices to check if those associated with \( X \) do. But this is precisely what PARSECHECK does, calling the algorithm LCHECK for any necessary tests. Then as LCHECK works correctly by lemma 5.24, so does PARSECHECK.

Lemma 5.24 also shows that the output of ICHECK determines a common parse of the calling items if it returns successfully. We can use this fact to both return the parse determined by the algorithm and also to invert a GSDTS. A complete parse of the given string can be determined by simply calling the function ICHECK with a single item of the form \([S_1 \rightarrow \alpha, j, 0, \ldots, n]\) from the item list \( E_n \). This cannot fail since the item has already been added to \( E_n \). By lemma 5.17 it suffices to apply this returned parse using the source grammar to yield the inverse of a GSDTS for the given string. Thus the above algorithm can be used to invert a GSDTS mapping. This is illustrated by the example in figure 5.7 where the GSDTS of part 5.7a is inverted for the string \( \alpha^9 \) as shown in part 5.7f.

5.3.8 The Complexity Of The Algorithm

In this section we show that these algorithms can be used for practical automatic programming by proving that they run in polynomial time for a fixed GSDTS. Let \( T \) be a fixed GSDTS and \( P \) its target P-
grammar. We define two parameters of the grammar $P$, $\mu$ and $\nu$, where $\mu$ is the maximum number of nonterminals in a production of $G(P)$ and $\nu$ is the maximum number of translates of a production of $P$. Then we can show

**THEOREM 5.26:** The total time spent parsing the $P$-grammar $P$ for a string of length $n$ using the algorithms PPARSE, LCHECK, ICHECK and PARSECHECK is at worst $O(n^{2\mu+2\nu+\nu\mu})$.

Proof: We prove this by showing that the total time spent in each of the four algorithms separately is at worst $O(n^{2\mu+2\nu+\nu\mu})$. We first establish that there is a polynomial bound on the number of items and the number of lists of potential items. Thus

**CLAIM 1:**

a) The total number of items is bounded by $c_1 n^\mu$ for some constant $c_1$;

b) The total number of lists of potential items is bounded by $c_2 n^2$ for some constant $c_2$; and

c) The total number of items in a potential item list is bounded by $c_3 n^\mu$ for some constant $c_3$.

Let $F=\{A_1^{m},a^\delta,j_1,i_1;\ldots;i_i\}$ be an arbitrary item. Then part a follows since there are at most a constant number of ways of choosing a translate of the production of $P$ to form the item and $\binom{n}{m}$ ways of selecting the history string for the item. Thus, as these completely determine the item, the number of items is bounded by

$$c_1 (\binom{n}{m}) \sim n^{m} \leq n^\mu$$

as $m$ is bounded by $\mu$. Similarly, part b follows since the number of ways of selecting a list of potential items, $(A_1^{m},j\delta k)$, is just the number of nonterminals of $G(P)$, a constant, times the number of ways of choosing $j$ and $k$, $c^B_2$, and hence the number of lists of potential items is bounded by

$$c_2 (\binom{n}{m}) \sim n^2$$

Finally part c follows immediately from part a since the number of items in a list of potential items must be less than the total number of items.

Using this claim we can show that the total time spent in PPARSE, the main algorithm, is polynomial. To do this we charge each processing step of the algorithm to some item and then bound the maximum time that can be charged to a single item. The time required in step 1 and step 2b to create a new item is charged directly to that item. Similarly an item is charged each time it is completed either successfully or unsuccessfully in step 2a and each time it is scanned in step 4. Thus the maximum time that can be charged to an item is

$$1+\mu+\delta+c$$

where $\delta$ is the maximum number of times the item can be tested for completion for a single nonterminal and $c$ is the maximum number of terminals in any production of $G(P)$ and is a constant. Clearly $\delta$ is bounded by $c_3 n^\mu$ since the item can only be completed once for each member of some potential item list. This then gives us an upper bound on the processing time per item of

$$1+\mu+c_3 n^\mu+c \sim cn^\mu$$

and allows us to prove
CLAIM 2: The total time spent executing PPARSE is bounded by \( c_4 n^{2\mu} \).

This follows from the above discussion since the total number of items is bounded by \( c_1 n^\mu \) and hence the total running time is bounded by

\[
(c_1 n^\mu)(c^n)^{\mu} \sim c_1 n^{2\mu} \sim c_4 n^{2\mu}.
\]

As a simple corollary to this claim we get that the maximum number of calls of the algorithm PARSECHECK is bounded by \( c n^{2\mu} \). As PARSECHECK does only a constant amount of work per call (on the order of \( \mu \)), this shows that the total amount of time spent executing PARSECHECK is bounded by \( c_5 n^{2\mu} \) for some constant \( c_5 \).

Finally, to determine the total time spent processing LCHECK and ICHECK we must determine the number of times each is called. Here we must take into account the storing of previous results whenever possible and the number of possible calls. We first show

CLAIM 3:

a) The maximum number of calls to ICHECK is bounded by \( c_6 n^{2\mu+\mu} \);

b) The maximum number of calls to LCHECK is bounded by \( c_7 n^{2\mu+\mu} \).

The number of possible calls to ICHECK is bounded by the number of sets of lists of potential items that can be used in a call. As there are \( c n^2 \) lists of potential items and since the most that can occur in a single call is bounded by the maximum number of translates of any rule of \( P, \nu \), this number is bounded by \( (c n^2)^\nu \) or \( c n^2 \). However these calls might have to be repeated once for each item that could be a possible completer since this could alter one of the lists of potential items.

As the number of such items is bounded by \( c n^\mu \), the total number of calls to ICHECK is bounded by

\[
(c n^2)(c n^\mu) \sim c_8 n^{2\nu+\mu}.
\]

There are two ways of calling LCHECK. Each time PARSECHECK is called it can call LCHECK at most once, and each time ICHECK is called, LCHECK can be called once for each nonterminal, or at most a constant \( c' < \nu \) number of times. Hence the maximum number of calls to LCHECK is bounded by

\[
c_3 n^{2\mu} + c' c_6 n^{2\nu+\mu} < c_9 n^{2\nu+2\nu}
\]

for some constant \( c_9 \).

Given these two bounds on the number of calls to LCHECK and ICHECK, we can determine the total time spent executing each by simply determining the maximum time spent on each call. For ICHECK this value is a constant, proportional to \( \mu \nu \). LCHECK requires at most \( c n \nu \) time to check equivalent strings and a constant amount for each choice of a set of items in step 3. As there are at most \( c_3 n^\mu \) items in each such list and as there are at most \( \nu \) lists remaining, the total number of such choices is bounded by \( (c_3 n^\mu)^\nu \sim c_3 n^{\nu \nu} \). Hence

CLAIM 4:

a) The total time spent in executing LCHECK is bounded by \( c_8 n^{2\nu+2\nu+\nu} \);

b) The total time spent in executing ICHECK is bounded by \( c_9 n^{2\nu+2\nu} \).

Point b follows immediately from the above discussion and claim 3a. Point a follows as the time spent in one execution of LCHECK is bounded by

\[
c n + c_3 n^{\nu \nu} < c' n^{\nu \nu}
\]
and hence the total time spent is bounded by
\[(c' \cdot n^uv)(c_7 n^{2u+2v}) \sim c_8 n^{2u+2v+uv}.

Then, from claim 2, the discussion regarding PARSECHECK, and claim 4, we get a bound on the total execution time of the combined algorithms of
\[c_4 n^{2u} + c_5 n^{2u} + c_6 n^{2u+2v+uv} + c_7 n^{2u+2v} \sim O(n^{2u+2v+uv}).\]

From this result, and the fact that every deterministic t-fst is effectively equivalent to a GSDTS, it is easy to see that

\textbf{Corollary 5.27:}
\begin{enumerate}
  \item The problem of inverting a fixed GSDTS has time complexity at worst \(O(n^k)\) where \(k\) is a constant dependent on the GSDTS.
  \item The problem of inverting a fixed deterministic t-fst has time complexity \(O(n^k)\) where \(k\) is a constant dependent on the t-fst.
\end{enumerate}

\textbf{5.3.9 Special Types Of GSDTS}

So far we have determined the worst case time complexity of the algorithms presented above. However the algorithms are in reality better than these results show as they will run appreciably faster than the given worst case bounds in most cases. To illustrate this we consider two common restrictions of P-grammars and show that both of these significantly reduce the worst case complexity of the algorithm.

We first consider ambiguity. Since we are in effect parsing the grammar \(G(P)\), we consider the question of whether this context free grammar is ambiguous. If it is not ambiguous we can show

\textbf{Lemma 5.28:} If \(T\) is a GSDTS with target P-grammar \(P\) such that \(G(P)\) is not ambiguous, then \(T\) can be inverted in time \(O(n^2)\) for a string of length \(n\).

\textbf{Proof:} Since \(G(P)\) is unambiguous, we can determine the unique parse of the input string in time \(O(n^2)\). Using this parse we can apply an algorithm such as LCHECK combined with ICHECK to the resultant parse. The number of calls of such an algorithm is bounded by the number of nodes in the parse tree which in turn is \(O(n)\) since \(G(P)\) is not ambiguous. Moreover, the amount of work required for each call is bounded by \(O(n)\) and hence the total time needed to check the parse is \(O(n^2)\).

This lemma should be compared with lemma 5.9.

While complete unambiguity may be unrealistic, Earley [38] introduced the more common notion of \textit{bounded ambiguity} in which the number of ways an item can be completed is bounded by a constant. It is easy to see that this implies that each list of potential items can contain at most a constant number of elements. Applying this to the proof of theorem 5.26 we get

\textbf{Lemma 5.29:} Let \(T\) be a GSDTS with target P-grammar \(P\) such that \(G(P)\) exhibits bounded ambiguity. Then \(T\) can be inverted in time \(O(n^{2v+1})\) for a string of length \(n\).
Proof: From the bounded ambiguity of $G(P)$, it follows that the amount of processing per item in PPARSE is a constant and that the total number of items is bound by $O(n^2)$. Hence the execution time of PPARSE is bounded by $O(n^2)$. Similarly the number of calls to PARSECHECK is bounded by a constant times the number of items and hence the execution time of PARSECHECK is bounded by $O(n^2)$.

For ICHECK and LCHECK we note that bounded ambiguity implies that we only reconsider some set of lists of potential items a constant number of times. Hence the number of calls to each of these routines is bounded by $O(n^{2v})$. Finally, the execution time of LCHECK is bounded by $O(n)$ plus the number of ways of selecting a set of items from a set of lists of potential items. But this later value is a constant since the size of each such list is bounded by a constant. Hence the execution time of ICHECK is bounded by $O(n^{2v})$ and that of LCHECK by $O(n^{2v+1})$. As $v \geq 1$, $2v+1 \geq 2$ and the lemma follows.

From this lemma and the fact that a GSDTS with one translate per rule is effectively equivalent to a deterministic b-fat, we can show

COROLLARY 5.30: A deterministic b-fat can be inverted in time $O(n^3)$.

Restrictions on the ambiguity of $G(P)$ reduce the complexity of the problem of inversion considerably. However the problem of determining whether a given grammar is unambiguous or if it exhibits bounded ambiguity is undecidable in general and hence these two lemmas cannot be used in a practical sense. A decidable and hence more reasonable property of a GSDTS or a P-grammar is that of regularity. We can show a regular GSDTS can be inverted somewhat faster than a nonregular one by

LEMMA 5.31: Let $T$ be a regular GSDTS. Then $T$ can be inverted in time $O(n^{\nu + \mu})$ where $\nu = \max(\mu, 2v)$.

Proof: Since $T$ is regular its domain grammar contains no cycles and any target string must be at least linear in the length of the input string. This is enough to show that $G(P)$ contains no cycles. But then we can establish a partial ordering on the nonterminals of $G(P)$ such that we never modify a list of potential items after it is used. In PPARSE this means that each item need only be checked once and hence we need only use a constant amount of processing per item. Thus PPARSE and PARSECHECK will execute in time $O(n^v)$. Moreover the number of possible recursive calls of ICHECK and LCHECK is $O(n^v)$, a reduction by a factor of $n^\nu$. Then the total number of calls of these functions is bounded by $O(n^{2\nu + \mu})$ and hence the execution time of ICHECK and LCHECK together is bounded by $O(n^{\nu}n^{2\nu + \mu}) \sim O(n^{\nu + 2\nu + \nu + \mu}) \sim O(n^{\nu + \max(\nu, 2v)})$.

These lemmas illustrate several common cases where the algorithms presented in this chapter have a better worst case bound than that given in theorem 5.26. In practice the actual time complexity is even better since these worst case bounds assume that all translates are equally
bad. For example, the time complexity of parsing the P-grammar of figure 5.7 with our algorithms is actually bounded by \( O(n^{2.5}) \) while theorem 5.26 yields \( O(n^{16}) \), lemmas 5.28 and 5.29 are not applicable, and lemma 5.31 yields \( O(n^{10}) \). Such occurrences are common since one translate can be ambiguous while another sharing a common parse with it is completely unambiguous. In this case the unambiguous parse can be applied to the grammar to generate a string representing the ambiguous one and the proper parse can then be derived quickly by simple string comparisons. In general, the ambiguity of a parse as it effects the running time of our algorithm is limited by that of the least ambiguous translate. This makes the algorithm we have presented practical for many realistic semantics-specifying GSPTS mappings.

5.4 INVERSE TRANSLATION AND AUTOMATIC PROGRAMMING

This completes our study of the complexity of inverse translation. We have taken a fairly simple class of mappings, top-down finite state tree transducers, and determined when they can be inverted tractably and when they cannot be. As these tree transducers are one of the simplest types of semantics-specifying mappings and as we have shown that even these are tractable in many cases, we have taken a large step toward fully characterizing all semantics-specifying mappings that can be tractably inverted. This result can be summarized by

MAIN RESULT I: A top-down finite state tree transducer can be inverted tractably if and only if
1) it is a fixed deterministic t-fst; or
2) it is an arbitrary linear t-fst.

The object of this study on inverse mappings was to fully characterize practical automatic programming. We have achieved this goal since our model shows that automatic programming can be looked at in terms of an inverse mapping. We can then take a specific automatic programming problem and determine its tractability by noting the type of semantic specification it requires and using our study to determine the complexity of the resultant inversion problem. Moreover, we can restate the previous theorem in terms of automatic programming as

MAIN RESULT II: An automatic programming problem is tractable if and only if the semantic specification of the target language
1) is fixed and can be modeled by a deterministic t-fst; or
2) is not fixed and can be modeled by a linear t-fst.

In the next chapter we look further at how this study relates to automatic programming. In particular we see how the results and algorithms we have presented can be used to do practical automatic programming.
CHAPTER 6
APPLICATIONS OF THE MODEL

Our comprehensive study of the complexity of inverse translation along with our concise mathematical model provide a strong foundation for doing practical automatic programming. We illustrate this foundation in this chapter by presenting several instances of automatic programming based on the model and showing that they are worthwhile and tractable.

There are several ways of constructing automatic programming problems from our model. In the first section we consider the direct approach and look at automatic programming problems that actually consist of inverting top-down finite state tree transducers. While these are the obvious ones to consider, most problems cannot be cast in these terms. A more reasonable approach involves either extending the model or redefining the problem and the next two sections show how these two techniques can be applied to simple instances of the specific problem of automatic code generation. In the second section we consider an extension of our simple mappings that provides an interesting formalism for code generation, while in the third section we show how a general code generation problem can be redefined into an instance of practical auto-

matic programming. Finally, we conclude by discussing how our model and results can be applied to more sophisticated and complex automatic programming problems.

6.1 DIRECT APPLICATIONS

The model we have developed considers the problem of automatic programming as inverting a semantics-specifying mapping. While any type of mapping can be used in principle, we have shown that syntax-based translations, in particular top-down finite state tree transducers (t-fsts) and generalized syntax-directed translation schemata (GSDTS), are the most practical. To show that our model is realistic and that the complexity results we have derived from it are actually meaningful, we have to show that these mappings can be applied to automatic programming problems.

One such problem is that of decompiling where we are given a machine language description of some high level target language such as FORTRAN and the object is to produce a FORTRAN program equivalent to a given machine language program. Generalized syntax-directed translation schemata are a natural way of describing the semantics here as they were originally designed to define mappings that take FORTRAN programs into their machine language equivalents. With them our model shows that the problem of decompiling is actually that of inverting a GSDTS mapping, and we can directly apply our complexity results. This immediately solves the problem when it is practical and indicates when it is not.
We can also use t-fats or GSDTS as semantic mappings for several other automatic programming problems and thus get a good estimate of their complexity and a practical method of attack. However, these transformations are not flexible enough to provide the concise and accurate semantic characterization desired for even simple problems. To get such a complete specification we have to consider either an extended model of translation or a restricted version of the problem. Often, the necessary extensions are quite simple and are actually equivalent to the original model. Moreover, it is generally possible to find useful restricted forms of a problem that are tractable. In the next two sections we consider these methods of applying our model to the problem of automatic code generation. We then generalize this approach in the final section and show how it could be used to achieve practical automatic programming for more complex problems.

6.2 AUTOMATIC CODE GENERATION: EXTENDING THE MODEL

The problem of automatic code generation is to take a program and a description of a machine and to form the machine language program whose semantics are equivalent to those of the original program. We discussed this problem in terms of our model in chapter 3 and showed that the original program could be given in terms of an operator language such that the machine description would show what each machine instruction did in terms of primitive operators. In this section we develop a particular instance of this problem in more detail and show that it can be practical.

6.2.1 The Source Language

One of the more common operator languages is that of triples. Here a program is represented as a sequence of operations each of which consists of a primitive operator and zero, one or two operands. These operands can either be the result of previous triples or can be program variables or constants. This is illustrated in figure 6.1a where an arithmetic expression is given in terms of triples. The triple representation of a program can be conveniently viewed as a graph where each node represents some component of the program. Here there are nodes for each variable, constant and operation, and there are edges connecting each operator to each of its operands. Figure 6.1b shows the graph representation of the triples in figure 6.1a. In general, this graph representation is a directed acyclic graph (dag). However, if each computed value is used only once and if program constants and variables are assigned a new node for each use, then this graph is actually a tree. We consider this simpler program tree representation as a basis for a code generation problem.

6.2.2 The Basic Machine Description

To fully define this problem we must describe the target language in terms of our semantic representation of program trees. Most machine instructions compute exactly one of the primitive operators that characterize these trees and hence as a first step we can represent the semantics of a machine language by giving this operation for each instruction. We do this with a linear bottom-up finite state tree.
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Figure 6.1: The Language of Triples

1) *, a, b
2) *, c, d
3) +, (1), (2)
4) :=, (2), x

a) Triple representation of 'x:=a*b+c*d'

b) Tree representation of 'x:=a*b+c*d'

In order to fill in this oversimplified description, we have to consider the possible features of the target machine. For an actual machine it might take several instructions to complete a single primitive operation and it might at the same time take several primitive operations to describe a single instruction. Moreover, the applicability of many of the instructions is limited since they may require their operands to be in registers and memory before they can be executed. All of this can be embodied in a linear b-fst. We use the finite set of states to represent the location or status of each computation by indicating when the result has been computed and whether it is in a register or in memory. These states can also encode information concerning partially completed instructions and thus can easily describe those instructions that compute several primitive operations in one step.

Finally, by associating a sequence of instructions rather than a single instruction with each b-fst rule, we can describe those operations which require several instructions. Figure 6.2a shows how simple machine language can be represented by a linear b-fst using some of these techniques.
STATES

mem -- Value is in Memory
reg -- Value is in Register
done -- Value is assigned

RULES

+ \quad \text{reg} \quad \text{reg} \quad \text{mem} \quad \text{reg} \quad \text{mem} \\
\quad \quad x_1 \quad x_2 \quad x_1 \quad x_2 \quad x \quad x_1 \quad x_2 \quad x_1 \quad x_2 \\
1) \text{add} \ x_2 \ | \ \lambda \\

\quad \star \quad \text{reg} \quad \text{mem} \quad \text{reg} \quad \text{mem} \\
\quad \quad x_1 \quad x_2 \quad x_1 \quad x_2 \quad x_1 \quad x_2 \quad x_1 \quad x_2 \\
2) \text{add} \ x_1 \ | \ \lambda \\

\quad \star \quad \text{reg} \quad \text{mem} \quad \text{reg} \quad \text{mem} \\
\quad \quad x_1 \quad x_2 \quad x_1 \quad x_2 \quad x_1 \quad x_2 \quad x_1 \quad x_2 \\
3) \text{mul} \ x_2 \ | \ \lambda \\

\quad \star \quad \text{reg} \quad \text{mem} \quad \text{reg} \quad \text{mem} \\
\quad \quad x_1 \quad x_2 \quad x_1 \quad x_2 \quad x_1 \quad x_2 \quad x_1 \quad x_2 \\
4) \text{mul} \ x_1 \ | \ \lambda \\

\quad \star \quad \text{reg} \quad \text{mem} \quad \text{mem} \quad \text{reg} \\
\quad \quad x_1 \quad x_2 \quad x_1 \quad x_2 \quad x_1 \quad x_2 \quad x_1 \quad x_2 \\
5) \text{sub} \ x_2 \ | \ \lambda \\

\quad \star \quad \text{reg} \quad \text{mem} \quad \text{mem} \quad \text{reg} \\
\quad \quad x_1 \quad x_2 \quad x_1 \quad x_2 \quad x_1 \quad x_2 \quad x_1 \quad x_2 \\
6) \text{store} \ x_1 \ | \ x_1 \\

\quad \quad \text{reg} \quad \text{mem} \\
\quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \nu \quad \nu \quad \nu \quad \nu \\
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\quad \quad (\text{where } V \ \text{is any program variable or constant}) \\
8) \lambda | \lambda

d) The values assigned to each rule

Figure 6.2: A Simple Machine Description
This model is incomplete since it does not provide facilities for transferring data between registers and memory in order to perform the various operations. For instance the add instruction of our example requires one of its two operands in a register, and, if both were initially in memory, a load instruction would have to be generated. This can be included in our simple model by including a b-fst rule for every possible combination of states for each operator. For example, the add instruction could be specified by giving b-fst rules for the cases where none, one or both operands are initially in registers. This however greatly increases the size of the b-fst needed to describe a given machine and since these instructions always occur between an operator and its operands, a preferred solution is to expand our tree program by adding transition nodes between each operator and its nonprimitive operands. Because we might want to do a store and then a load to free a register which must later be used, we place exactly two nodes between an operator and each of its operands. The first node, labeled LD, allows only a load, while the second, labeled ST, allows only a store. We enforce these restrictions by only introducing the appropriate rules for these nodes in our machine description. This is illustrated in figure 6.2b where the expression of figure 6.1 is rewritten with transition nodes, and in figure 6.2c where the additional rules for the simple machine of figure 6.2a are given.

In addition to these simple machine features, there are generally several other restrictions that affect our model. The most obvious of these is the fact that all machines have only a fixed number of registers of various types. An arbitrary choice of instructions or an arbitrary ordering could easily require more registers than are available or use the same register simultaneously for too distinct purposes. Unlike the previous machine features however, register usage is a global condition that cannot be handled directly by a tree transducer. We therefore extend our model of a linear b-fst to handle this global condition. We look first at the simple case where the registers are homogeneous and then consider the general case where there can be arbitrary classes of registers.

6.2.3 Code Generation With One Class Of Registers

To handle simple register usage we augment our standard model of a b-fst with a counter which keeps track of the number of available registers. Formally we define a counter b-fst as $B=\langle L, A, Q, q_0, R, v_0 \rangle$ where $L, A, Q, q_0$ assume their normal b-fst definitions; where $v_0$ is an integer that bounds and initializes a counter; and where $R$ is a set of rules each of which consists of a standard b-fst rule and an integer. The operation of a counter b-fst $B$ is determined by both the tree and a value $v$ called the counter of $B$. Initially $v$ is set to $v_0$. Then a rule of $B$ is applicable if it is applicable in the normal sense of a tree rewriting system and if the integer associated with the rule, $v \rightarrow v'$, can be added to $v$ so that the result satisfies $0 < v + v'$. If a rule of $B$ is applied, not only is the tree modified in the normal manner but also the counter is updated to be $v + v'$. 
Such a counter b-fst is clearly capable of insuring that we only use a fixed number of registers throughout a computation. We assign an integer \( n \) to a rule whose associated instructions use \( n \) registers that were not used before, and similarly assign \(-n\) to a rule whose associated instructions free \( n \) registers that were in use. Typically \( n \) will have the value one. For the example of figure 6.2, figure 6.2e contains the integers assigned to the various rules.

We can use a linear counter b-fst to do automatic code generation for our problem using a nondeterministic algorithm such as

**ALGORITHM CODER:** Generate Code Based on a Linear Counter B-fst.

Given: A program tree \( t \); the number of available registers \( v_0 \);
and a b-fst \( B=(\epsilon,\lambda,\{q_0,q_d\},R) \) such that each rule \( r \) has an associated code string \( c_r \), a value string \( s_r \), and a counter \( v_r \).

Determine: A valid code sequence for \( t \).

1. Let \( v=v_0 \). Let CODE=\( \lambda \).

2. Nondeterministically choose a rule \( r \) of \( R \) and a node \( x \) of \( t \) such that \( r \) is applicable to \( t \) at \( x \) and \( 0 \leq v_r < v \). If no such rule and node exist then return FAIL.

3. Apply \( r \) to \( t \); add \( v_r \) to \( v \); compute \( c'_r \) and \( s'_r \) by substituting the values of the sons of \( x \) as necessary in \( c_r \) and \( s_r \). Then append \( c'_r \) to CODE and let the value of the node \( x \) be \( s'_r \).

4. If \( q_d \) is assigned to the root of \( t \) then return CODE.

   Otherwise go back to step 2.

An example of the execution of this algorithm to produce a possible code sequence is given in figure 6.3.

This method provides a basis for practical code generation but is not practical in itself since it relies on nondeterminism. To make it practical we must make the further assumption that any result in a register can be stored in memory and then reloaded into the register. This is quite natural and allows us to consider the algorithm deterministically since a register can always be released if necessary and hence any method that properly executes the operations described by the program tree can be made to work.

The simplest approach that takes advantage of this assumption involves generating code for each operator by first generating all the code for the first son, then all the code for the second, and so on. In each case, code is generated up to but not including the topmost transition nodes. Then, when more registers are required the ST transition node of one of the previous subtrees can be used to release a register, and, as all previous registers can be released in this manner, we can ignore the register restrictions while selecting the next rule to use. This allows us to use a deterministic linear time simulation of the nondeterministic b-fat to find a set of instructions that works and then fill in the necessary stores and loads based on the register needs of this sequence. This is essentially how most compilers operate.
This method of code generation for tree programs is quite good in a theoretical sense. It can be made to produce optimal code by computing the various subtrees of a node in the proper order. Aho and Ullman [11] present a method of ordering that requires only linear time and that yields the best ordering in the sense of requiring the fewest number of loads and stores. Moreover they show for any reasonable cost measure and simple machine that this method generates optimal code. Counter b-fsts provide an interesting theoretic extension of these practical results, allowing them to be applied to simple machines while still being able to model more sophisticated ones.

6.2.4 Code Generation For Arbitrary Machines

So far we have shown that our model is practical for simple machines with one class of registers. A lot of research has involved the problem of code generation for more complex machines. Most of the previous formal methods of code generation are difficult to extend to such machines. However, our methods extend quite naturally to handle them.

The states of a linear b-fst allow us to describe many types of restricted machines. By using different states for different classes of registers and using exclusive states to allow a register to be split apart, we can naturally describe such machine features as index or floating point registers and even-odd register pairs. To facilitate such descriptions we have to extend our model of a counter b-fst so that

Figure 6.3: Example of Code Generation with this Model
several classes of registers can be restricted at once. We do this by generalizing the single counter $v$ as a vector of counters $V$.

We assume there are $n$ classes of registers. Then we define a vector $b$-fst as $B = \langle \alpha, \delta, Q, q_d, P, V_0 \rangle$ where $\delta, Q$ and $q_d$ assume their normal definitions; where $V_0$ is an $n$-vector that represents the number of registers of each class that are available; and where $P$ is the set of rules. Each rule in $P$ consists of a normal $b$-fst rule and an $n$-vector. To utilize such a vector $b$-fst, we introduce an $n$-vector $V$ called the counters of $B$. Initially we set $V$ to $V_0$. Then a rule is applicable at a node if and only if the normal tree matching criteria apply and the vector associated with the rule can be added to $V$ such that no component of the sum is negative. When such a rule is applied the tree is modified and $V$ is changed to be the vector sum of $V$ and the vector associated with the rule.

A vector $b$-fst is equivalent to a simplified vector addition system (VAS) since deciding if a valid computation exists for a given program tree is the same as determining if a given vector is reachable by a restricted VAS. While the general question of reachability for a VAS requires at least exponential time [30], vector $b$-fats form a very restricted case. Because most machines only have a small number of register classes, we can limit the dimension of the VAS. Then as we restrict ourselves to program trees and only allow one addition for each node of the tree, we can also bound the number of additions that can be used to achieve reachability. Finally, as we are really talking about registers, we can give finite bounds on each coordinate of the system.

We have already seen that when there is only one class of registers, this reduced problem is easy to solve. We can generalize that result for restricted vector addition systems and hence arbitrary machines by

**Lemma 6.1:** Let $V = S, d$ be a $n$-dimensional VAS, $e_o$ a given vector, $x$ the unary representation of some number. Then

a) determining if $e_o$ is reachable by $V$ in $x$ or fewer steps is

NP-complete even if $n=1$; and

b) if each coordinate $i$ of $V$ is bounded by some constant $N_i$, then

determining if $e_o$ is reachable by $V$ in $x$ or fewer steps can be done in $O(xN|S|)$ time where $N = \prod_{i=1}^{n} (N_i + 1)$.

**Proof:** We first show that a) holds for $n=3$ and then show we can reduce this to the case $n=1$. The problem is clearly in NP as, given a sequence of at most $x$ additions, it is easy to check if $e_o$ is reached in polynomial time. To show that the problem is NP-hard, we reduce the knapsack problem to it.

Consider an arbitrary knapsack problem with values $a_1, a_2, \ldots, a_m$ and objective $b$. Let $x = m$ and $e_o = \langle s, 2^{m-1}, q_d \rangle$. Then we construct the three-dimensional vector addition system $V = S, d$ where

$d = \langle 0, 0, 0 \rangle$

$S = \langle a_1, 2^{l-1}, 1 \rangle \cup \langle 0, 2^{l-1}, 1 \rangle \cup \langle 0, 2^{l-1}, 1 \rangle$.

We claim that $e_o$ is reachable by $V$ if and only if the given problem has a solution. To prove this, it suffices to show that $e_o$ is only reachable by a set of vectors of the form

$\langle \gamma, 2^{l-1}, 1 \rangle \cup \langle 0, 2^{l-1}, 1 \rangle$ for $1 \leq l \leq m$.

But this follows as the only way of summing $m$ elements of the set
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\[\{2^0, 2^1, \ldots, 2^{m-1}\}\] to get \(2^m-1\) is by using each element exactly once. To see this we note that in a sum totaling \(2^m-1\) based solely on powers of 2, each \(2^k, k<m\), must be achievable with \(\gamma_k=1\) components of the sum such that no component is counted twice. But then as there are \(m\) terms,

\[\gamma_0^+ \ldots + \gamma_{m-1}\]

which is true only if \(\gamma_i=1\) for all \(i\).

Next we show how to code the three-dimensional vectors used by \(V\) into one-dimensional vectors. It is clear that no addition can decrease the value of any coordinate as all elements of \(S\) are nonnegative. Given a vector \(\langle a, b, c\rangle\) we construct the new vector \(\langle x\rangle\) as

\[x = a2^{s \log 2} + b + c2^{m+1}\]

where \(c = 1 + s \log 2\). Intuitively, we are packing the three components of the original vector into a single value where enough space is provided so that no component can interfere with any other in a reachable series of additions. To show this we note that for all elements of \(S\), \(c=1\) and hence no more than \(m\) additions can ever be performed in a reachable series. Moreover, with \(m\) or fewer additions, the maximum number of bits that can propagate is \(s \log 2\). Hence the fields are protected and the packing preserves the problem.

To show part b) of the lemma, it suffices to show that we can decide reachability in this time bound. We do this by constructing a directed graph. We first consider all \((m+1)\)-tuples \(\langle k, \gamma_1, \ldots, \gamma_m\rangle\) such that \(0 \leq k \leq 2^s\), \(0 \leq \gamma_i \leq S\), for \(1 \leq i \leq m\). Each such tuple will represent a node of the graph. Then for each vector \(\langle s_1, \ldots, s_m\rangle\) of \(S\), we add all directed edges from the node \(\langle k, \gamma_1, \ldots, \gamma_m\rangle\) to the node \(\langle k+1, \gamma_1+\delta_1, \ldots, \gamma_m+\delta_m\rangle\) such that \(k<s\) and \(0 \leq \delta_i \leq S\) for all \(1 \leq i \leq m\). This requires time \(O(xm|S|)\) and creates at most \((m+1)N|S|\) edges. The resultant graph is a dag since each edge is directed to a node with an increased first coordinate.

Given such a graph we can easily determine all reachable nodes. We first note that \(\langle 0, d\rangle\) is reachable. Then for each \(k \geq 1\) in turn, we can determine all reachable nodes with first coordinate \(k\) by considering only those nodes that are connected by an edge from some reachable node whose first coordinate is \(k-1\). This method need only consider each edge once and hence takes time \(O(xN|S|)\). Finally, given that each node is marked as reachable or not, it is simple to determine if there is a node \(\langle t,e_0\rangle\) for some \(0 \leq t \leq S\) and hence if \(e_0\) is reachable.

When we apply this lemma to the problem of code generation for an arbitrary machine specified by a vector \(b\text{-}\text{fist}\) we get

COROLLARY 6.2: Let \(B=\langle z, \delta, Q, q_d, F, V_0, \rangle\) be a vector \(b\text{-}\text{fist}\), \(t\) a program tree. Then

- a) if \(t\) is in the domain of \(B\) is NP-complete; and
- b) if the counters \(V\) of \(B\) always satisfy \(0 \leq V, V')\), then deciding if \(t\) is in the domain of \(B\) can be done in time \(O(|t|V'|B|)\) where \(V_0 = (v_1, \ldots, v_n), V' = v_i + v_j\).

Proof: These follow immediately from lemma 6.1 since a vector \(b\text{-}\text{fist}\) can make only \(|t|\) additions and since the tree \(t\) and the underlying grammar of \(B\) are arbitrary and hence any restricted VAS of the
type used by the lemma can be represented.

While this shows that the problem of code generation for an arbitrary machine is theoretically complex, it also shows that it is often practical. In particular it gives a linear bound for machines with one class of registers and a relatively good bound for machines with only a small number of registers of a small number of types. Thus, it shows one way of applying our model to do practical code generation for arbitrary machines.

6.3 AUTOMATIC CODE GENERATION: Restricting the Problem

The approach taken in the previous section to the problem of automatic code generation is both clean and simple and yields results that illustrate what is practical for both common and arbitrary machines. But, because we approached the task by extending the model to fit the problem, these results cannot be easily generalized to a domain other than tree programs or to machines that cannot be described by linear vector $b$-sfts. If we want to consider such enhanced domains we must take a different approach. Rather than fixing a simple problem and extending our model, we consider the model as fixed and restrict the problem to fit it. We again consider the problem of automatic code generation and show how generalized syntax-directed translation schemata can be used to define a broad class of problems that are tractable.

To be useful an automatic code generation problem must have a powerful method of specifying both the source program and the target machine. We consider the problem where the initial program is given in terms of a flowchart and where the machine language is specified using an operational semantics such as ISP or WDL. While such a problem description is clearly ample for any practical application, it does not immediately represent an instance of practical automatic programming since both ISP and WDL are powerful enough to simulate an arbitrary Turing machine and hence can define arbitrary recursive mappings where the problem of deciding if an inverse exists is known to be undecidable [101]. To convert this into a practical problem we have to restrict the semantic specification so that the mapping that defines the target language can be given in terms of a GSDTS. We do this with a series of simple restrictions which are quite natural and which do not adversely affect the generality of the problem.

6.3.1 The General Problem

One common way of specifying an algorithm is through a flowchart or program schema. This consists of a number of blocks representing actions and connections between these blocks which represent flow of control. While there are many types of actions that can be used in a flowchart, a common simplification is to only consider three types, assignments, tests and halts. Each assignment block represents the computation of a single expression which is then assigned to a program variable. Each test block contains a single boolean expression and has
two possible exits, one that is taken if the expression evaluates TRUE and one taken when it is FALSE. And each halt block denotes the end of an execution path. While simple in nature, such flowcharts are equivalent in power to Turing machines and hence can represent an arbitrary program.

Along with this general method of representing programs, we need a powerful and useful method of defining the target machine and hence the target language. Here we use an abstract operational approach where we describe the action of the target machine in terms of a fixed semantic representation.

The primary function of any operational description of a machine is to execute each machine language instruction in the proper order and to record the effects of this execution on the state of the machine. This state is reflected in a variety of data elements. It must first include the value of all registers of the machine. Most machines have at least one accumulator and many have several. Moreover most machines have a number of internal registers containing such information as the condition code or the program counter. Secondly the machine state must include the contents of each relevant memory location. We assume that the program distinguishes between instructions and data, and thus that the state includes only the value of each program variable and temporary.

The information contained in the machine state can be divided into two categories, global and local. Global information is relevant not only to the next instruction, but also to the whole program. It includes the contents of memory as well as any registers used for long term storage. Local information on the other hand is restricted to a smaller context either by the machine or by the nature of programming. Registers and memory used for short term temporary storage as well as internal registers such as the program counter or condition code are usually put in this class.

6.3.2 Restricting The Problem

There are two types of restrictions that have to be imposed to make our general problem a tractable one. While much of the state information is global, the type of mapping we have shown to be practical for automatic programming can only handle local information and then only by incorporating it in the finite state control or by nonlinearity. Thus the largest class of restrictions involve either eliminating global information or converting it into a small amount of local information. The second class of restrictions deal with the fact that operational semantics involve actually executing a program to determine its meaning. Since the number of steps involved here can be exponential or even infinite for very simple programs that involve loops, such an approach cannot be tractable. We must restrict our operational semantics so that they give a more static characterization of a given program and only need to give an operational description of code without loops.

Our first restriction is suggested by the nature of a flowchart where a program is represented by a number of connected blocks. We restrict our problem by generating code separately for each of these
blocks and then arranging the resultant code to form a program. Such a restriction greatly simplifies the problem. First of all it allows flow of control to be isolated as simple local information. Each statement need only indicate which one or two statements can be executed next and no flow information is needed within each statement as the corresponding machine instructions are executed in sequence.

The second restriction we consider involves symbolically executing each statement rather than actually computing the resultant values. This is necessary for several reasons. First of all, automatic code generation would be intractable if we allowed our semantics to deal with questions involving computed values. Even ordinary arithmetic with the natural numbers involves simple questions that are not recursively decidable [101]. Secondly, symbolic execution is consistent with a string representation of the flowchart blocks and the resultant code sequence. Thirdly, symbolic execution allows us to look at the problem in static rather than dynamic terms since every execution of a code string yields the identical result. Another important simplification this restriction allows is that we no longer have to keep track of the value of each program variable. Because our flowchart programs only allow a single variable to be changed at the end of a statement, we need only consider the names of these variables. This eliminates most of the global information of the original program.

However some global information does remain. In particular registers and temporaries can range over the entire program. These can be looked at as local information by merely restricting their range to a single statement. This is a natural restriction and can be easily accomplished by assuming that each such register or temporary has an undefined value upon entering the statement and must be defined before it is used. By employing such a restriction we can guarantee that our mapping deals only with a small amount of local information.

6.3.3 The Overall Model

Given these natural restrictions to our general code generation problem, we can use a generalized syntax-directed translation schema to define the semantics of a machine language in terms of flowchart blocks. We first show how to describe a sequence of machine instructions as a string using a context free grammar and how to encode a flowchart block into a string containing all the relevant information. Then we describe the actual GSDTS mapping from the instruction string into the flowchart string and show how it is computed by simulating the machine. Throughout these formalisms we enforce the various restrictions that were discussed above. We conclude by presenting a complete GSDTS that defines the semantics of a relatively simple machine and shows that automatic code generation is actually practical within this framework.

Our first step is to characterize the context free grammar describing the machine language so that most meaningless code sequences are not defined. The grammar consists of two classes of productions. The first class describes the program primitives with rules that define each of the program variables, constants, temporaries and statement labels. The second class of rules describes the instruction set. Here
each rule allows a string of instructions to precede a single new instruction. While most rules in this class are used to define arbitrary straight line code, several of them are used to specify the operations of assignment, conditional branch and halting which characterize the three types of flowchart blocks we consider. A grammar describing the valid instruction strings of the simple machine of figure 6.4a is given in figure 6.4b.

In addition to defining the target machine language, we must characterize our semantic form. Here we start with a flowchart which can be represented by describing each of its blocks and their connections to other blocks. We first label each block of the flowchart uniquely. Then we can encode the whole flowchart as a set of strings with one string representing each block. One element of this encoding is the type of statement contained in the block. Another element is the label for the block. A third element would be the labels of any subsequent blocks, none in the case of a halt block, one for an assignment, and two for a test. Finally the string must include the semantics of the actual statement. For an assignment this means indicating the variable and the expression that are involved, while for a test it means showing the conditional expression. A possible encoding of the three types of statements is shown in figure 6.5.

Finally, given descriptions of the source and target languages we can define the GRDTS. It consists of three stages, initialization, encoding and simulation. The initialization stage describes the string representation of the various program variables, statement labels, reg-

**Figure 6.4**

Register: r
Instructions:
- add m := add m to r
- sub m := subtract m from r
- mul m := multiply m times r
- load m := load m into r
- store m := store r in m
- jump 1 := jump to label 1
- test m := if r<m then skip
- stop := halt

a) Machine description

**Primitive:**
- M+K
- M+a
- M+b
- M+c
- M+d
- K+0
- K+1
- N+t
- L+1
- L+2
- L+3
- L+4

**Straight Line Instructions:**
- A+M add M;
- A+M add N;
- A+M sub M;
- A+M sub N;
- A+M mul M;
- A+M mul N;
- A+B load M;
- B+A store M;
- B+B

**Statement Instructions:**
- S+L: T
- T+stop
- T+U jump L,<
- U+A store M;
- U+V jump L,;
- V+A test M;
- V+A test N;

b) Context free grammar describing machine language

Figure 6.4: Machine Description
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FIGURE 6.5

ASSIGNMENT:

\[ X := E \]

Variable: \( X \)
Prefix Expression: \( E \)
Statement Type: 1
Statement Label: \( L \)
Next Statement Label: \( M \)
Coding: \( $1535ESHSHS$ \)

TEST:

\[ T \rightarrow E < F \rightarrow F \rightarrow N \]

Left Expression: \( E \)
Right Expression: \( F \)
Statement Type: 2
Statement Label: \( L \)
True Label: \( M \)
False Label: \( N \)
Coding: \( $1535ESHSHS$ \)

HALT:

\( M \)

Statement Type: 3
Statement Label: \( L \)
Coding: \( $1535$ \)

Figure 6.5: Sample Flowchart to String Coding
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Figure 6.5: Sample Flowchart to String Coding

isters and temporaries. The encoding stage creates the actual target string to represent a block based on the initial series of statements, whatever special statements are needed for the particular block type, and a final branch to the next block. Finally the simulation stage interprets any proper straight line sequence of machine instructions and symbolically indicates the result of the execution.

Of these three stages, simulation is the most involved. In order to symbolically execute a series of machine instructions we must maintain the symbolic contents of each local register and temporary and indicate how these are changed by each instruction. This can be easily accomplished with a GSITS based on the context free grammar we have described by employing one set of translates for each local item. Each production of the GSITS involves a single machine instruction and an initial sequence of instructions. The previous register contents are available as translates of the initial sequence and the new contents of the local data are easy to describe using the resultant translates. For example, a rule for the add instruction might be

\[ A \rightarrow A + M; \quad A_1 = A_1 + M_1; \quad A_2 = A_2 \]

where the first translate represents a register and the second a temporary. Here the GSITS indicates in prefix notation that after executing the add instruction, the register contains its old contents, \( A_1 \), plus the contents of the memory location described by \( M \), and that the temporary is unchanged. We can legitimately have several equivalent interpretations of a single instruction. Thus

\[ A \rightarrow A + M; \quad A_1 = A_1 + M_1; \quad A_2 = A_2 \]

might also be a valid rule of the same GSITS. This is one way in which
the notion of equivalence can be incorporated into the mapping. The
simulation rules of the machine and encoding described in figures 6.4
and 6.5 are given in figure 6.6a.

There are two interesting features of simulation rules. First of
all, the context free grammar they are based on insures that the evalu-
ation order of the GSDTS is proper. This avoids all the difficulties of
the previous section where order was an essential component of the
solution. Secondly, this set of rules contains a single initial
instruction that sets the various translates to the error symbol \( \# \).
This symbol does not appear in any valid semantic string and hence none
of these translates can be used in an actual translation. This insures
that the local data is defined before it is used.

Unlike the very general simulation rules, the GSDTS rules for
encoding flowchart blocks present a very definite instruction sequence
for each block type. An assignment block involves an arbitrary simula-
tion followed by a single store instruction; a test block involves an
arbitrary simulation followed by a test instruction and then a jump
instruction; and a halt block involves executing only a stop instruc-
tion. Moreover, both assignment and test blocks are immediately fol-
lowed by a jump instruction leading to the next block of the flowchart.
The function of the encoding rules is to gather all of the appropriate
information and place it into a single string of the semantic domain.
The appropriate encoding rules for the example of this section are pre-
sented in figure 6.6b.

\[
\begin{align*}
A+ & A \text{ add } M; \quad A_1 + A_1 A_1 \quad A_2 + A_2 \\
A+ & A \text{ add } M; \quad A_1 + A_1 A_1 \quad A_2 + A_2 \\
A+ & A \text{ add } N; \quad A_1 + A_1 A_2 \quad A_2 + A_2 \\
A+ & A \text{ add } N; \quad A_1 + A_2 A_1 \quad A_2 + A_2 \\
A+ & A \text{ sub } M; \quad A_1 - A_1 A_1 \quad A_2 - A_2 \\
A+ & A \text{ sub } N; \quad A_1 - A_1 A_2 \quad A_2 - A_2 \\
A+ & A \text{ mul } M; \quad A_1 + A_1 A_1 \quad A_2 + A_2 \\
A+ & A \text{ mul } M; \quad A_1 + A_1 A_2 \quad A_2 + A_2 \\
A+ & A \text{ mul } N; \quad A_1 + A_2 A_1 \quad A_2 + A_2 \\
A+ & A \text{ mul } N; \quad A_1 + A_2 A_2 \quad A_2 + A_2 \\
A+ & B \text{ load } M; \quad A_1 + B_1 \quad A_2 + B_2 \\
B+ & A \text{ store } M; \quad B_1 + A_1 \quad B_2 + B_2 \\
B+ & \# \quad B_1 + \# \quad B_2 + \#
\end{align*}
\]

a) Simulation rules

\[
\begin{align*}
S+ & L: T \quad S_1 + L_1 T_1 \\
T+ & \text{ stop} \quad T_1 + \# \\
T+ & U \text{ jump } L < \quad T_1 + U_1 L_1 \#
\end{align*}
\]

b) Encoding rules

\[
\begin{align*}
U+ & A \text{ store } M; \quad U_1 + A_1 M_1 \#
\end{align*}
\]
The final class of GSDTS rules involve the initialization process. These name all the program variables, temporaries, statement labels and constants for the purpose of symbolic execution. In the case of program variables, labels and constants they return the proper constant string. Temporaries however involve the proper choice of a translate and thus must be handled by the simulation rules. The specific initialization rules of our example are presented in figure 6.6c.

These three sets of rules form a GSDTS that is capable of defining the semantics of most sensible instruction sequences of the machine presented in figure 6.4. For example, figure 6.6d shows the mapping of a simple code sequence into its proper semantic representation.

6.3.4 Automatic Code Generation

We did not describe this GSDTS however to merely define the semantics of a sequence of machine instructions. Rather our objective is to compute the inverse mapping, going from an arbitrary semantic string representing a flowchart block and mapping it into the appropriate code sequence. Indeed, our mapping is better suited to this since its range includes most semantic strings while its domain is limited by the use of labels and jumps and the various register allocation constraints.

To do practical automatic code generation here we need to apply the model and results of this dissertation. We start with the flowchart representing the source program as in figure 6.7a. We next represent this program by a set of strings, one encoding each statement of the
flowchart. This is shown in figure 6.7b. Then for each of these strings we apply the algorithm of chapter 5 for inverting a GSDTS to do the actual code generation. Figure 6.7c illustrates a possible machine language translation of the whole program.

6.4 GENERAL APPLICATIONS

It should be clear from the examples of this chapter that the formal techniques of this dissertation can be used to actually solve simple automatic programming problems such as basic automatic code generation. A natural question then is how our model and results can be applied to more complex problems which are known to be intractable and yet must be solved. We conclude our discussion on the applications of our results by briefly considering this important class of problems and showing how our results can be used as a guide to achieve practical automatic programming.

Most automatic programming problems are stated in terms that make them intractable. A simple problem such as decompiling typically involves a large number of source and machine level equivalences and an optimizing compiler, and hence cannot be directly viewed as a GSDTS. Automatic code generation typically involves another large set of equivalences, a high level source description, a recursive machine description, and such problems as register and memory allocation, all of which can not be easily tied together in a simple model such as we are proposing. Finally, the more numerous and sophisticated automatic programming efforts such as those of Green, Balzer and Manna are clearly

\begin{figure}[h]
\centering
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\caption{Sample program}
\end{figure}

a) Sample program

1) $1 \times 2 + a + 3$

2) $2 \times \times a + b  c 4$

3) $3 \times a + a + b 2$

4) $4 \times 3$

b) Statement codings

1) 1: >load d; add c; add b; store a; jump 2<

2) 2: >load c; add b; test a; jump 4; jump 3<

3) 3: >load b; add a; store a; jump 2<

4) 4: stop<

c) Resultant code

Figure 6.7: Sample Code Generation
dealing with problems that are at least NP-complete and hence intractable.

However, if they are handled properly all of these problems can be solved. Most current automatic programming efforts fix a semantic representation because it is convenient or seems appropriate, and then concentrate on finding heuristics that can be used with this representation. Our results show that the complexity of the problem is highly dependent on the specific semantic representation and hence that the choice of semantics and not the determination of heuristics is the crux of the problem. This shows that more effort should be put into determining a good, practical semantic representation so that considerably less effort would be required for heuristics. This is the means whereby practical automatic programming can actually be achieved.

In order to emphasize such a simple semantic approach, much of the work of an automatic programming effort will involve converting a given intractable problem into a suitable tractable subproblem. Such an effort would make use of heuristics, simplifications, world knowledge, knowledge of specific instances of the problem, simple extensions of our semantic models, and so on, in order to do the actual conversion. We have illustrated a few such conversions in the examples of this chapter, but more research is needed before more complex or sophisticated problems can be solved on a practical scale. One of the principal conclusions one can draw from the results of this dissertation is that this research would be worthwhile, that developing a practical semantic rep-
CHAPTER 7

CONCLUSION

If one is going to work in the area of automatic programming there are several questions that have to be answered and several more that should be. It is both the function and the justification of theory, and particularly theory in an applied area such as computer science, to provide these answers. In this dissertation we have presented the necessary model and methods for this task.

7.1 A FIRM FOUNDATION

Automatic programming, like many other problems, is ill-defined. Before we can hope to achieve automatic programming, we must understand completely what the problem is all about. We must know what makes programming easy and what makes it difficult. We must realize what questions must be answered. In this study we address these issues. The model we construct in chapter 3 shows that programming and hence automatic programming is the problem of inverting a semantics-specifying mapping. We show that the problem is difficult because most mappings are difficult to invert. And we show that the complexity of the problem depends almost totally on the methods used to describe the semantics of the source and target languages.

Once we know what the problem of automatic programming is all about, we must know when it is practical and when it is not. We must determine what types of automatic programming can realistically be achieved and what types are hopeless. We must decide when there is a simple, tractable algorithm that should be used and when we must resort to heuristic methods. Again, this dissertation has addressed these topics. The complexity study of inverse translation contained in chapters 4 and 5, while interesting in itself, shows precisely where the boundary between practical and impractical automatic programming lies. It demonstrates those classes of mappings that can be used for practical automatic programming and those classes that cannot be. And it lets us take any specific instance of automatic programming, determine its complexity by determining what type of mapping must be inverted, and then decide whether there is a tractable solution or whether we must apply heuristics.

Once we have determined what types of automatic programming are practical, we must make use of this knowledge. We must develop methods for taking a problem that we want to solve and converting it into one that can be solved. We must determine fast and efficient methods of doing automatic programming when it is practical. We must develop a foundation upon which heuristic methods can be applied when they are required. And again our study has provided the answers. The model of chapter 3 shows that any practical implementation of automatic program-
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ming must concentrate on the semantic representation of both the original problem and the target language. The algorithms presented throughout the study provide an efficient approach to practical automatic programming. And the example applications of chapter 6 provide a direction as well as methods for redefining a given automatic programming problem so that it becomes tractable. These show how simple extensions to the model, along with restrictions of the problem, can provide a natural basis for automatic programming.

7.2 DIRECTIONS FOR FURTHER STUDY

But while this study provides the necessary foundation for automatic programming, it raises more questions than it settles. There are two principal directions for further research that could both clarify and possibly solve the problem of automatic programming. The first direction involves extending the theory that has been built up throughout this dissertation, while the second direction involves actually applying our results to automatic programming problems.

There are several theoretic questions we have not addressed. Most of our results are worst case results and, as the discussion of section 5.3.9 points out, this is often unrealistic. It would be interesting to develop results that would give the exact complexity for a specific problem or that would give better results over some restricted class of problems. Moreover, there are several other classes of mappings that might yield practical automatic programming. In particular, the class of attributed translations has been proposed [75] for semantic specifi-
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cation and at the same time is quite close to the t-fst mappings we have considered. Another possibly practical extension would involve the use of dags instead of trees as a basis for mappings. While it is not obvious how or if this could be done, it could solve many current problems in the area of code generation and compiler optimization such as determining when and how optimal code can be generated from a dag representation in polynomial time [129]. Finally, the theory we have built up throughout this study supposes that the range of the semantics-specifying mapping covers the domain we are interested in. The question of how easy this is to show for any specific mapping and what should be done about it merits further attention.

Along the more practical direction, our study has provided several results that can be the basis of a real automatic programming system. Chapter 6 introduces a very elementary model for doing automatic code generation. It would definitely be worthwhile to develop this model further and achieve a practical system that would compile reasonable code for an arbitrary machine since this is an interesting and important problem and since the approach we have taken seems to be able to solve it in a practical manner. However, more research is needed to extend the simplifications and conversions that we have proposed into a truly useful system. In particular, one would like to incorporate a wider set of operators and machine instructions, and to tackle the somewhat more difficult questions of register and memory allocation. It would seem that all of this could be built into a practical system.
In addition to automatic code generation, other automatic programming problems can be handled using the methods suggested in this dissertation. One such problem is that of decompiling. This is an interesting problem that arises when machine dependent software must be transferred to another machine. By defining this problem in terms of a simple compiler along with a set of local equivalences and optimizing transformations, it would seem possible to look at and solve this problem from the simple and practical viewpoint of our model.

Finally, while it might be possible to take some of the more ambitious automatic programming efforts and cast them in terms of tree transducers and syntax-directed translations, such an approach seems somewhat unrealistic. In order to do practical automatic programming in these terms, research must be done toward finding a semantic representation which is both natural for the problem and yet simple in terms of our model. This is the line of research that holds perhaps the most potential in terms of both interesting results and possible payoff in actually achieving practical automatic programming.
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