Abstract. We show that all stationary probabilities of a finite irreducible Markov chain react essentially in the same way to perturbations in the transition probabilities. In particular, if at least one stationary probability is insensitive in a relative sense, then all stationary probabilities must be insensitive in an absolute sense.
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1 Introduction

The purpose of this paper is to analyse the sensitivity of individual stationary probabilities to perturbations in the transition probabilities of finite irreducible Markov chains.

In addition to providing perturbation bounds that are much sharper than the traditional bounds, our analysis demonstrates that all stationary probabilities in an irreducible chain react in a somewhat uniform manner to perturbations in the transition probabilities. This property of uniform sensitivity distinguishes Markov problems markedly from general linear systems. Section 2 presents examples that illustrate why a Markov problem should not be treated as just another linear system.

Most of the work on perturbations of irreducible Markov chains has focused on the derivation of norm-based bounds of the following kind. Let $\tilde{P} = P + E$ be probability transition matrices of irreducible Markov chains with respective stationary probability vectors $\pi^T$ and $\tilde{\pi}^T$ satisfying

$$\pi^T P = \pi^T, \quad \tilde{\pi}^T \tilde{P} = \tilde{\pi}^T, \quad \sum_i \pi_i = 1 = \sum_i \tilde{\pi}_i.$$ 

Then

$$||\pi^T - \tilde{\pi}^T|| \leq \kappa ||E||$$

for suitable vector and matrix norms. The condition numbers $\kappa$ can be produced in various ways: from entries of Kemeny and Snell’s “fundamental matrix” [13] as in [20], from entries of the group inverse [4] $A^#$ of $A = I - P$ as in [2, 7, 9, 15, 17, 18, 22], and from the coefficient of ergodicity as in [21].

These norm-based bounds, however, are not satisfying for two reasons. First, there exist irreducible chains for which the bounds are not tight, so the condition number $\kappa$ may seriously overestimate the sensitivity to perturbations. Secondly, the bounds generally provide little information about the relative error $|\pi_j - \tilde{\pi}_j|/\pi_j$ in individual stationary probabilities.

We remedy this situation in Section 3 by deriving perturbation bounds for individual stationary probabilities. The bounds are tight because for each Markov chain we can exhibit perturbations that satisfy the bounds with equality. Our analysis then leads to the uniform sensitivity of the stationary probabilities. In particular, if at least one large probability has low absolute sensitivity then all probabilities have low absolute sensitivity, and the chain is absolutely stable.

In Section 4 we relate our measure of sensitivity to the traditional condition numbers for the Markov problem. We prove that all relevant condition numbers for the problem $\pi^T A = 0$ are small multiples of each other.

After discussing the ramifications of the perturbation results on direct methods for computing the stationary probabilities in Section 5, we consider the case of nearly transient chains in Sections 6 and 7. We show that under special perturbations even small probabilities may have low relative sensitivity. In addition, we give conditions under which a nearly transient chain is absolutely stable under general perturbations. A summary of the results in Section 8 concludes the paper.

Notation

Unless otherwise specified, the infinity-norm is used for matrices and column vectors, and the one-norm for row vectors. The $j$th column of the identity matrix $I$ is denoted by $e_j$, and the column vector of all ones is denoted by $e$. 
The matrix $P$ of order $n$ denotes the matrix of transition probabilities of a $n$-state irreducible Markov chain with stationary distribution $\pi^T$. We define $A = I - P$. The matrix $\tilde{P} = P + E$ is a perturbation of $P$ that represents the transition matrix of an irreducible chain with stationary distribution $\tilde{\pi}^T$.

2 Why Markov Chains Are Different

In this section we illustrate why the computation of the stationary distribution of an irreducible Markov chain should not be treated as just another linear system. It turns out that the rich structure of the Markov matrices regulates the sensitivity of the probabilities to perturbations in the matrix.

In general, the solution components of an ill-conditioned linear system are not necessarily all sensitive to perturbations. Some components may be quite insensitive as the example below from [5] demonstrates.

Example 1 Consider the linear system $Bx = b$, where

$$B = \begin{pmatrix} 0.4919 & 0.1112 & -0.6234 & -0.6228 \\ -0.5050 & -0.6239 & 0.0589 & 0.0595 \\ 0.5728 & -0.0843 & 0.7480 & 0.7483 \\ -0.4181 & 0.7689 & 0.2200 & 0.2204 \end{pmatrix}, \quad b = \begin{pmatrix} 0.4351 \\ -0.1929 \\ 0.6165 \\ -0.8022 \end{pmatrix}.$$  

The first three columns of $B$ are nearly orthogonal while the last two columns are almost identical. The two-norm condition number of $B$ is on the order of $10^9$.

In [5] condition numbers for individual solution components are derived that indicate the relative change of a component to perturbations in the matrix. The first two components of $x$ above have condition numbers of about one while the condition numbers for the last two components are on the order of $10^9$. Hence the first two components are insensitive to perturbations while the last two are very sensitive to perturbations.

This is also evident when the "exact" solution $x$ computed with 16-digit arithmetic is compared with the solution $\tilde{x}$ computed with 4-digit arithmetic, which can be viewed as the solution to a perturbed problem,

$$x = \begin{pmatrix} 1.000075414240576 \\ -0.5000879795933286 \\ -0.0242511388797165 \\ 0.0262451395500586 \end{pmatrix}, \quad \tilde{x} = \begin{pmatrix} 1.000 \\ -0.5003 \\ -0.0589 \\ 0.06090 \end{pmatrix}.$$  

The first two components of $\tilde{x}$ are accurate to almost four digits, whereas the last two have no accuracy whatsoever.

In the example above, no component of $x$ is particularly small, so the sensitivity of the first two components is not a result of their size. Hence, a general ill-conditioned linear system may give rise to both, large insensitive probabilities and large sensitive probabilities. We will show in Section 3 that this cannot happen for Markov chains.

Regarding the effects of perturbations on Markov chains it is also important to distinguish between absolute sensitivity and relative sensitivity, as the following example illustrates.
Example 2 For the 3-state chain whose transition matrix is
\[
P(\epsilon) = \begin{pmatrix}
0 & 1 - \epsilon & \epsilon \\
1 - \epsilon & 0 & \epsilon \\
1 & 0 & 0
\end{pmatrix},
\]
the associated stationary distribution is
\[
\pi^T(\epsilon) = \begin{pmatrix}
\frac{1}{(2 - \epsilon)(1 + \epsilon)} & \frac{1 - \epsilon}{(2 - \epsilon)(1 + \epsilon)} & \frac{1 + \epsilon}{(2 - \epsilon)(1 + \epsilon)}
\end{pmatrix}.
\]
If \( P = P(10^{-8}) \) is perturbed to become \( \tilde{P} = P(10^{-4}) \), then the magnitude of the perturbation \( E = \tilde{P} - P \) is
\[
\|E\| = 2(10^{-4} - 10^{-8}).
\]
Consider the change in the respective stationary distributions
\[
\pi^T = \pi^T(10^{-8}) \text{ and } \tilde{\pi}^T = \pi^T(10^{-4}).
\]
As for the third component, its absolute change (the change relative to 1), is
\[
|\pi_3 - \tilde{\pi}_3| = \left| \frac{10^{-8}}{1 + 10^{-8}} - \frac{10^{-4}}{1 + 10^{-4}} \right| = \frac{10^{-4} - 10^{-8}}{(1 + 10^{-4})(1 + 10^{-8})} \approx 10^{-4} - 10^{-8} = \frac{\|E\|}{2},
\]
but its relative change (the change relative to the original value) is
\[
\left| \frac{\pi_3 - \tilde{\pi}_3}{\pi_3} \right| = \left| 1 - \frac{10^{-4}(1 + 10^{-8})}{10^{-8}(1 + 10^{-4})} \right| \approx 10^4.
\]

If the change in probabilities is assessed by comparing it to 1, then \( \pi_3 \) is as insensitive to perturbations as can be expected because the change of magnitude \( \|E\| \) in the transition probabilities produces a change in \( \pi_3 \) of only \( \|E\|/2 \). But if the change in probabilities is assessed in a relative sense then the change in \( \pi_3 \) is large, and \( \pi_3 \) must be considered to be sensitive to perturbations.

As for the sensitivity of the other two probabilities \( \pi_1 \) and \( \pi_2 \), if \( a_{i,j}^{\#} \) is element \((i, j)\) in the group inverse \( A^\# \) of \( A = I - P \), then the absolute error in the \( j \)th stationary probability is bounded by [7]
\[
|\pi_j - \tilde{\pi}_j| \leq \kappa_j \|E\|, \quad \kappa_j = \max_i |a_{i,j}^{\#}|.
\]
In this example, \( \max_{i,j} |a_{i,j}^{\#}| < 1 \), so all three stationary probabilities are insensitive in the absolute sense. Because \( \pi_1 \) and \( \pi_2 \) are both very close to 1/2, they are insensitive in the relative sense as well.

The preceding example motivates the following definition.

**Definition 1** An irreducible chain is said to be absolutely stable whenever each \( \pi_j \) is insensitive to perturbations in \( P \) in the absolute sense, i.e., whenever there is a small constant \( \kappa \) such that for all perturbations \( E \),
\[
|\pi_j - \tilde{\pi}_j| \leq \kappa \|E\|, \quad 1 \leq j \leq n,
\]
where the term “small” is to be interpreted in the context of the underlying application.

Sufficient conditions for absolute stability are well-known. The results in [2, 7, 9, 15, 17, 18, 22], for instance, use the fact that a chain is absolutely stable if the group inverse \( A^\# \) of \( A = I - P \) has no large entries (relative to 1).
3 Component-Wise Analysis

In this section we derive tight upper bounds on the relative change in individual stationary probabilities, and we prove that all stationary probabilities show essentially the same sensitivity to perturbations in the transition probabilities.

We make use of the following properties of M–matrices, cf. [3]. If \( P \) is an irreducible stochastic matrix of order \( n \) then \( A = I - P \) is a singular M–matrix of rank \( n - 1 \). Moreover, if \( A_j \) is the principal submatrix of \( A \) obtained by deleting the \( j \)th row and column from \( A \), then \( A_j \) is a nonsingular M–matrix. Hence \( A_j^{-1} > 0 \), and if \( e \) is the column vector of all ones, then \( \|A_j^{-1}e\| = \|A_j^{-1}\| \). The following theorem demonstrates that the entries in \( A_j^{-1} \) determine the relative sensitivity of the \( j \)th stationary probability to perturbations in the transition probabilities.

**Theorem 1** If \( E_j \) denotes the matrix obtained by deleting the \( j \)th column of \( E \), then

\[
\frac{\pi_j - \tilde{\pi}_j}{\pi_j} = \tilde{\pi}^T E_j A_j^{-1} e.
\]

Furthermore,

\[
\left| \frac{\pi_j - \tilde{\pi}_j}{\pi_j} \right| \leq \|E_j\| \|A_j^{-1}\|
\]

and, for a particular \( j \), there always exists a perturbation \( E \) for which equality is attained.

**Proof:** By applying a symmetric permutation to \( P \), the states may be reordered so that a particular stationary probability occurs in the last position of \( \pi^T \). Thus it suffices to prove the theorem for \( j = n \).

With the partitioning

\[
\pi^T = (\pi^T \quad \pi_n), \quad A = \begin{pmatrix} \pi_n & b \\ \pi_n^T & \delta \end{pmatrix},
\]

\( \pi^T A = 0^T \) implies \( \pi^T = -\pi_n c^T A_n^{-1} \). Replacing the last column by the vector of all ones produces a nonsingular matrix

\[
N = \begin{pmatrix} \pi_n & e \\ c^T & 1 \end{pmatrix}
\]

with inverse

\[
N^{-1} = \begin{pmatrix} A_n^{-1}(I - e\pi^T) & -\pi_n A_n^{-1} e \\ \pi^T & \pi_n \end{pmatrix}.
\]

The stationary distribution of the original chain is the solution of the nonsingular system

\[
\pi^TN = e_n^T \quad \text{where} \quad e_n^T = \begin{pmatrix} 0 & \cdots & 0 & 1 \end{pmatrix},
\]

and the stationary distribution for the perturbed chain is the solution of another nonsingular system

\[
\tilde{\pi}^T(N - F) = e_n^T \quad \text{where} \quad F = (E_n \quad 0).
\]

Consequently,

\[
\pi^T - \tilde{\pi}^T = -\tilde{\pi}^T FN^{-1},
\]

so

\[
\pi_n - \tilde{\pi}_n = -\tilde{\pi}^T (E_n \quad 0) \begin{pmatrix} -\pi_n A_n^{-1} e \\ \pi_n \end{pmatrix} = \pi_n (\tilde{\pi}^T E_n A_n^{-1} e),
\]

\[4\]
and therefore\[ \frac{\pi_n - \bar{\pi}_n}{\pi_n} = \bar{\pi}^T E_n A_n^{-1} e. \]

Applying Hölder's inequality and \( ||A_n^{-1}e|| = ||A_n^{-1}|| \) yields
\[ \left| \frac{\pi_n - \bar{\pi}_n}{\pi_n} \right| \leq ||\bar{\pi}|| ||E_n A_n^{-1} e|| \leq ||E_n|| ||A_n^{-1}||. \]

To see that equality is always attainable, let \( k \) be the position where the largest component of \( A_n^{-1}e \) occurs,
\[ e_k^T A_n^{-1} e = ||A_n^{-1} e|| = ||A_n^{-1}||, \]
and let \( E = \epsilon e(e_k - e_n)^T \). Then
\[ \bar{\pi}^T E_n = \epsilon e_k^T, \quad ||E_n|| = \epsilon \]
implies
\[ \frac{\pi_n - \bar{\pi}_n}{\pi_n} = \bar{\pi}^T E_n A_n^{-1} e = \epsilon e_k^T A_n^{-1} e = \epsilon ||A_n^{-1}|| = ||E_n|| ||A_n^{-1}||. \]

**Corollary 1** An irreducible chain is absolutely stable if and only if \( \pi_j ||A_j^{-1}|| \) is small for every \( 1 \leq j \leq n \).

The results of Theorem 1 and its corollary suggest the following definitions.

**Definition 2** Let \( A_j \) be the principal submatrix obtained by deleting the \( j \)th row and column from \( A \), and let \( \pi_j \) denote the \( j \)th stationary probability.

The relative condition number for \( \pi_j \) is defined to be
\[ \rho_j = ||A_j^{-1}||. \]

The absolute condition number for \( \pi_j \) is defined to be
\[ \alpha_j = \pi_j ||A_j^{-1}||, \]
and the absolute condition number for the entire chain is defined to be
\[ \alpha = \max_j \{ \alpha_j \}. \]

Applying the new notation to Theorem 1 gives
\[ \left| \frac{\pi_j - \bar{\pi}_j}{\pi_j} \right| \leq \rho_j ||E_j||, \quad |\pi_j - \bar{\pi}_j| \leq \alpha_j ||E||. \]

Notice that if \( \pi_j \) is relatively well-conditioned, then it is absolutely well-conditioned, but not conversely, cf. Example 2.

Now we prove that the sensitivity of the stationary distribution is uniform in the sense that some \( \pi_j \) is relatively well-conditioned if and only if the entire chain is absolutely stable.
Theorem 2 For every $1 \leq j \leq n$,

$$|\pi_j - \bar{\pi}_j| \leq \min_i \rho_i ||E||.$$  

Consequently, some $\pi_j$ is relatively well-conditioned if and only if every $\pi_j$ is absolutely well-conditioned.

Proof: As in the proof of Theorem 1 assume that the states have been permuted so the best conditioned stationary probability is in the last position, $\rho_n = \min_j \{\rho_j\}$. If

$$N = \begin{pmatrix} A_n & e \\ e^T & 1 \end{pmatrix}$$

is the matrix obtained by replacing the last column of $A$ by ones then

$$\pi^T - \bar{\pi}^T = -\bar{\pi}^T F N^{-1}, \quad F = \begin{pmatrix} E_n & 0 \end{pmatrix}.$$  

From

$$N^{-1} = \begin{pmatrix} A_n^{-1}(I - e\bar{\pi}^T) & -\pi_n A_n^{-1} e \\ \bar{\pi}^T & \pi_n \end{pmatrix} = \begin{pmatrix} A_n^{-1} & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} I - e\bar{\pi}^T & -\pi_n e \\ \bar{\pi}^T & \pi_n \end{pmatrix},$$

it follows that

$$\pi_j - \bar{\pi}_j = \bar{\pi}^T F N^{-1} e_j = \begin{cases} \bar{\pi}^T E_n A_n^{-1} (e_j - \pi_j e) & \text{if } j < n. \\ \bar{\pi}^T E_n A_n^{-1} (-\pi_j e) & \text{if } j = n. \end{cases}$$

Since $||e_j - \pi_j e|| = \max\{\pi_j, 1 - \pi_j\} < 1$ and $||A_n^{-1} e|| = ||A_n^{-1}|| = \rho_n$, we have that

$$|\pi_j - \bar{\pi}_j| \leq \rho_n ||E_n|| \leq \rho_n ||E||, \quad 1 \leq j \leq n. \quad \blacksquare$$

Corollary 2 If at least one stationary probability is relatively well-conditioned, then all large stationary probabilities must be relatively well-conditioned.

Corollary 3 If there is at least one large stationary probability that is absolutely well-conditioned, then all stationary probabilities must be absolutely well-conditioned and the chain is absolutely stable.

In passing, it is of interest to note that the existence of a small $\rho_j$ means that the $(n - 1)$st singular value of $A$ is large, cf. [1]. The following example from [24] shows that Theorem 2 can be too pessimistic with regard to the relative conditioning of small $\pi_j$ for restricted classes of perturbations.

Example 3 The transition matrix

$$P = \begin{pmatrix} 1 - \epsilon & \epsilon \\ \alpha & 1 - \alpha \end{pmatrix}, \quad \epsilon \ll \alpha,$$

gives rise to

$$A = \begin{pmatrix} \epsilon & -\epsilon \\ -\alpha & \alpha \end{pmatrix}, \quad \pi^T = \frac{1}{\alpha + \epsilon} (\alpha \quad \epsilon).$$

If only the elements in the second row of $P$ are perturbed, say each by magnitude $\eta > 0$, so the perturbed matrix remains stochastic, then

$$\frac{\pi_2 - \bar{\pi}_2}{\pi_2} = \frac{\eta}{\alpha + \epsilon + \eta} \leq \frac{\eta}{\alpha}.$$
Thus the tiny probability $\pi_2$ is relatively well-conditioned. This is because the chain is absolutely stable, as $\alpha$ is close to one, and because the perturbation leaves untouched the transient part, which is represented by the small element $\epsilon$ in position $(1,2)$ of $P$. Section 6 discusses the sensitivity of nearly transient chains in greater detail.

Theorem 2 shows that the existence of one relatively well-conditioned $\pi_j$ implies that all $\pi_i$ are absolutely well-conditioned. This raises the question whether the existence of one absolutely well-conditioned $\pi_j$ implies that all $\pi_i$ must be absolutely well-conditioned. The example below shows that the answer is “no”.

Example 4 For small $0 < \epsilon < 1$, let

$$P = \begin{pmatrix} 1 - \epsilon & \epsilon/2 & \epsilon/2 \\ \epsilon/2 & 1 - \epsilon & \epsilon/2 \\ 1/2 & 1/2 & 0 \end{pmatrix}, \quad \pi^T = \frac{1}{2 + \epsilon} \begin{pmatrix} 1 \\ 1 \\ \epsilon \end{pmatrix}.$$  

Since

$$A = \begin{pmatrix} \epsilon & -\epsilon/2 & -\epsilon/2 \\ -\epsilon/2 & \epsilon & -\epsilon/2 \\ -1/2 & -1/2 & 1 \end{pmatrix},$$

the relative condition numbers are

$$\rho_1 = \rho_2 = \frac{2}{3} + \frac{4}{3\epsilon} \quad \text{and} \quad \rho_3 = \frac{2}{\epsilon},$$

and the absolute condition numbers are

$$\alpha_1 = \alpha_2 = \frac{1}{2 + \epsilon} \left( \frac{2}{3} + \frac{4}{3\epsilon} \right) \quad \text{and} \quad \alpha_3 = \frac{2}{2 + \epsilon}.$$  

As $\epsilon \to 0$, $\alpha_1 = \alpha_2 \to \infty$, but $\alpha_3 \to 1$. Although $\pi_3$ is absolutely well-conditioned, it is not relatively well-conditioned because it is small. The other two probabilities $\pi_1$ and $\pi_2$ are large but not absolutely well-conditioned. Thus, none of the probabilities is relatively well-conditioned and the chain is not absolutely stable.

Small stationary probabilities $\pi_j$ are the ones that appear least likely to be relatively well-conditioned. Therefore it makes sense to try to determine those features of the matrix that may be responsible for the small size. The following theorem shows that a relatively well-conditioned $\pi_j$ cannot be small. It also shows that a nearly reducible matrix $A$ that is far from being uncoupled produces small $\pi_j$.

Theorem 3 If $Q$ is a permutation matrix such that $Q^T AQ = \begin{pmatrix} A_j & b_j \\ c_j^T & \delta_j \end{pmatrix}$, then

$$\frac{1}{1 + \rho_j} \leq \pi_j \leq \frac{||b_j||}{||c_j^T|| + ||b_j||}.$$  

Proof: Let $\pi^T Q = \psi^T = \begin{pmatrix} \psi^T & \pi_j \end{pmatrix}$. Since $\psi^T A = 0$ implies $\psi^T = -\pi_j c_j^T A_j^{-1}$, Hölder's inequality gives the lower bound

$$1 - \pi_j = \psi^T \epsilon = \pi_j |c_j^T A_j^{-1} \epsilon| \leq \pi_j \rho_j.$$  

To obtain the upper bound, use $||c_j^T|| = -c_j^T \epsilon = \delta_j$ and $\delta_j \pi_j = -\psi^T b_j$, and again apply Hölder's inequality,

$$\pi_j ||c_j^T|| = \pi_j \delta_j = -\psi^T b_j \leq ||\psi^T|| ||b_j|| = (1 - \pi_j) ||b_j||.$$

7
4 Condition Numbers

We showed in the previous section that the sensitivity of stationary probabilities is determined by the smallest $\rho_j$. In this section we relate this measure of sensitivity to the condition numbers that are traditionally used in this context: the norm of the group inverse and the norm of the pseudo-inverse. We will show that all these condition numbers are equivalent in the sense that any two of them are related by small multiplicative constants.

We first show that the sensitivity of the probabilities is proportional to the condition number of a certain non-singular linear system. If

$$\pi^T = (\pi^T \quad \pi_n), \quad A = \begin{pmatrix} A_n & b \\ c^T & \delta \end{pmatrix}, \quad N = \begin{pmatrix} A_n & e \\ c^T & 1 \end{pmatrix},$$

then $\pi$ represents the solution to the non-singular system $\pi^T N = e_n^T$.

**Theorem 4** If $\rho_n = \|A_n^{-1}\|$ then

$$1 \leq \|N^{-1}\| \leq 2\rho_n.$$

**Proof:** An upper bound on the norm of the inverse

$$N^{-1} = \begin{pmatrix} A_n^{-1}(I - e\pi^T) & -\pi_n A_n^{-1}e \\ \pi^T & \pi_n \end{pmatrix} = \begin{pmatrix} A_n^{-1} & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} I - e\pi^T & -\pi_n e \\ \pi^T & \pi_n \end{pmatrix}$$

is given by

$$\|N^{-1}\| \leq 2\max\{1, \rho_n\} = 2\rho_n$$

because $Ae = 0$ implies $e = -A_n^{-1}b$, so $\rho_n = \|A_n^{-1}\| \geq 1$. The lower bound comes from the last row of $N^{-1}$. 

Thus $\|N^{-1}\| \leq 2\rho_n$ guarantees that $N$ is well-conditioned if $\pi_n$ is relatively well-conditioned. As a consequence, any stable algorithm can accurately solve the system $\pi^T N = e_n^T$.

It is not clear, though, that $\pi$ should be computed from $\pi^T N = e_n^T$ when the chain is absolutely stable but $\rho_n$ is large. Although Theorem 1 insures that some $\rho_j$ must be small, it need not be $\rho_n$ as Example 2 demonstrates. It appears that instead of the last column one should insert $e$ into the column associated with the smallest $\rho_j$. However, the determination of the smallest $\rho_j$ is expensive, and this may be the reason why this is dismissed as "naïve" in [19] and not included in a comparison with other methods.

Surprisingly, with regard to the conditioning of the system, it does not matter which column of $A$ is replaced by $e$. The following theorem demonstrates that the norm of $N^{-1}$ and the norm of the group inverse $A^#$ [14, 4] are small multiples of the smallest $\rho_j$. The group inverse matters because its norm indicates the absolute stability of the chain [15],

$$\pi - \tilde{\pi} = \tilde{\pi} E A^#.$$

Hence, $|\pi_j - \tilde{\pi}_j| \leq \|E\| \|A^#\|$, and the results of the previous section hold for all perturbations $E$ that preserve the stochastic nature.
Theorem 5 If $A^*$ is the group inverse of $A$ and if $\alpha$ is the absolute condition number for the chain then
\[
\frac{1}{2} \|A^*\| \leq \|N^{-1}\| \leq 2\|A^*\| + 1
\]
and
\[
\frac{1}{2} \alpha \leq \|A^*\| \leq 4 \min_{1 \leq i \leq n} \{\rho_i\}.
\]

Proof: We derive the upper bounds first. The group inverse of $A$ can be written as [4, 7, 14, 17],
\[
A^* = (I - e\pi^T) \begin{pmatrix}
A_n^{-1} & 0 \\
0 & 0
\end{pmatrix} (I - e\pi^T)
\]
\[
= \begin{pmatrix}
(I - e\pi^T)A_n^{-1}(I - e\pi^T) & -\pi_n(I - e\pi^T)A_n^{-1}e \\
-\pi_n^T(I - e\pi^T) & \pi_n\pi^T A_n^{-1}e
\end{pmatrix}.
\]
A symmetric permutation can bring any principal submatrix $A_j$ of $A$ to the upper left-hand corner of $Q^TAQ$. Then $(Q^TAQ)^* = Q^TA^*Q$, and
\[
\psi^T = \pi^TQ = \begin{pmatrix} \psi^T \\ \pi_j \end{pmatrix}
\]

imply
\[
Q^TA^*Q = (I - e\psi^T) \begin{pmatrix}
A_j^{-1} & 0 \\
0 & 0
\end{pmatrix} (I - e\psi^T)
\]
\[
= \begin{pmatrix}
(I - e\psi^T)A_j^{-1}(I - e\psi^T) & -\pi_j(I - e\psi^T)A_j^{-1}e \\
-\pi_j\psi^T(I - e\psi^T) & \pi_j\psi^T A_j^{-1}e
\end{pmatrix}.
\]
The penultimate equality gives the second upper bound $\|A^*\| = \|Q^TA^*Q\| \leq 4\rho_j$ for any $j$. The first upper bound follows from
\[
N^{-1} = \begin{pmatrix} I & -e \\ -e^T & -\delta \end{pmatrix} A^* + e_n e_n^T,
\]

which can be verified by using the second expression for $A^*$, so that
\[
\|N^{-1}\| \leq 2\|A^*\| + 1.
\]

To establish the lower bounds, use the expressions for $Q^TA^*Q$ and $A^*$ to write
\[
\pi_j A_j^{-1} = (I - e) Q^TA^*Q \begin{pmatrix} \pi_j I \\ -\psi^T \end{pmatrix}
\]
and
\[
A^* = \begin{pmatrix} I - e\pi^T & 0 \\
-\pi^T & 0
\end{pmatrix} N^{-1}.
\]
Hence $\|A^*\| \leq 2\|N^{-1}\|$ and, for every $j$,
\[
\alpha_j = \pi_j \|A_j^{-1}\| \leq 2\|A^*\|.
\]

This theorem establishes three facts: the conditioning of $N$ is proportional to that of the best conditioned submatrix of order $n - 1$ of $A$; the norm of the group inverse is proportional to the norm
of this best conditioned submatrix; and the condition number used traditionally for linear system solution and the condition number used traditionally for Markov chains are equivalent.

So far we have viewed the stationary probabilities \( \pi \) as a solution to two different linear systems: the singular system \( \pi^T A = 0 \) and the non-singular system \( \pi^T N = \varepsilon_n \). There is a yet a third linear system of which \( \pi \) is a solution,

\[
\pi^T M = \varepsilon_{n+1}, \quad M = (A \quad e).
\]

The augmented matrix \( M \) is of order \( n \times (n+1) \) and has full row rank. If the perturbed system is \( \tilde{\pi}^T (M + E) = \varepsilon_{n+1} \) then

\[
\pi^T - \tilde{\pi}^T = \tilde{\pi}^T EM^\dagger,
\]

where \( M^\dagger \) is the Moore-Penrose pseudo-inverse \([4, 10]\), and

\[
|\pi_j - \tilde{\pi}_j| \leq \|\tilde{\pi}\| \|E\| \|M^\dagger\|.\]

The next theorem shows that \( M^\dagger \) is a small multiple of the smallest \( \rho_j \).

**Theorem 6**

\[
\frac{||A^\#||}{4} \leq ||M^\dagger|| \leq 2 ||A^\#||.
\]

**Proof:** Properties of the Moore-Penrose and group pseudo-inverses \([4]\) allow us to write

\[
M^\dagger = M^\dagger MM^\dagger = M^\dagger M \begin{pmatrix} A^\# \\ \pi^T \end{pmatrix} MM^\dagger = M^\dagger M \begin{pmatrix} A^\# \\ \pi^T \end{pmatrix}
\]

and

\[
\begin{pmatrix} A^\# \\ 0 \end{pmatrix} = \begin{pmatrix} A^\# \\ 0 \end{pmatrix} M \begin{pmatrix} A^\# \\ 0 \end{pmatrix} = \begin{pmatrix} A^\# \\ 0 \end{pmatrix} MM^\dagger M \begin{pmatrix} A^\# \\ 0 \end{pmatrix} = \begin{pmatrix} A^\# A \\ 0 \\ 0 \end{pmatrix} M^\dagger AA^\#.
\]

Combining these identities with

\[
MM^\dagger = I, \quad M^\dagger M = \begin{pmatrix} I - ee^T/n & 0 \\ 0 & 1 \end{pmatrix}
\]

and \( AA^\# = A^\# A = I - e\pi^T \) produces

\[
\frac{||A^\#||}{4} \leq ||M^\dagger|| \leq 2 \max\{||A^\#||, 1\}.
\]

To show that \( ||A^\#|| \geq 1 \), use the last equality to derive a lower bound on the maximal row sum,

\[
||A^\# A|| \geq 1 - \pi_j + \sum_{i \neq j} \pi_i = 2 \sum_{i \neq j} \pi_i, \quad 1 \leq j \leq n.
\]

Since there exists at least one \( \pi_j \geq 1/n \),

\[
||A^\# A|| \geq 2 \frac{n-1}{n} \geq 1, \quad n > 1,
\]

and \( ||A^\#|| \geq 1/||A|| \geq 1 \). ■

Therefore, the condition number of the augmented system is proportional to the group inverse.

Below is a summary of the results on condition numbers of irreducible chains.
Corollary 4 For a n-state irreducible Markov chain, the following statements are equivalent.

- At least one stationary probability $\pi_j$ is relatively well-conditioned.
- The chain is absolutely stable.
- The matrix $N$ and the system $\pi^TN = e_n^T$ are well-conditioned, regardless of the size of $\rho_n$.
- All entries of the group inverse $A^\#$ are small.
- The matrix $M = (A \quad e)$ and the system $\pi^TM = e_{n+1}^T$ are well conditioned.
- All entries of Kemeny and Snell's "fundamental matrix" $Z = (A + e\pi^T)^{-1}$ are small.

The last statement is derived from the identity $Z = A^# + e\pi^T$ [14], so

$$\|A^#\| - 1 \leq \|Z\| \leq \|A^#\| + 1.$$  

Corollary 5 An irreducible chain can only have stationary probabilities that are all absolutely sensitive if all probabilities are relatively sensitive. This, in turn, can only happen, if the matrices $N^{-1}$, $A^#$, $M^\dagger$, and $Z$ have large norms.

5 Algorithms

In light of the perturbation results from the previous sections, we now discuss direct methods for computing the stationary probabilities.

It turns out that the algorithms in [1, 2, 6, 12, 17, 16, 23, 25] all amount to solving the nonsingular system $N^T\pi = e_n$ by Gaussian elimination. Let $A_n^T = L_nU_n$ be the LU factorization of $A_n^T$ (this is the LU factorization of $A^T$ without the last row of $L$). Pivoting is not necessary because $A^T$ is column diagonally dominant and the growth factor is at most one [8]. Although the pivots are positive in exact arithmetic, as $A_n^T$ is a nonsingular M–matrix, finite precision arithmetic may produce a zero or negative pivot [6]. However, this can be avoided with a diagonal adjustment scheme [11, 25, 2].

If at least one stationary probability is relatively well-conditioned, i.e., if the chain is absolutely stable, then the results of the last section obviate the problem addressed in [1, 2, 12] of having to locate a well-conditioned principal submatrix $A_j$ in $A$ because $N^T\pi = e_n$ is a well-conditioned system. Hence one can compute the LU factorization

$$N^T = \begin{pmatrix} A_n^T & c \\ e^T & 1 \end{pmatrix} = LU = \begin{pmatrix} L_n & 0 \\ e^TU_n^{-1} & 1 \end{pmatrix} \begin{pmatrix} U_n & L_n^{-1}c \\ 0 & 1/\pi_n \end{pmatrix}.$$  

The solution of the lower triangular system $Lz = e_n$ is simply $z = e_n$, and the solution of $U\pi = e_n$ amounts to solving $U_nx = -L_n^{-1}c$ and setting

$$\pi^T = \frac{1}{1 + e^Tx} (x^T \quad 1).$$

Accordingly, the linear system $N^T\pi = e_n$ can be solved in three steps:
1. Factor $A_n^T = L_n U_n$, possibly with diagonal adjustment.

2. Solve $L_n y = e$ and $U_n x = -y$.

3. Normalize $\pi^T = \frac{1}{1 + e^T x} \begin{pmatrix} x^T & 1 \end{pmatrix}$.

The diagonal elements of $U_n$ produced in step 1 can be used to estimate the absolute stability [17]. A backward error analysis [12, 2] insures that this algorithm is stable, and numerical experiments suggest it is as accurate as the methods recommended in [19]. A symmetric pivoting strategy combined with a diagonal adjustment scheme is proposed in [11, 25] to solve nearly uncoupled Markov chains, which are inherently ill-conditioned.

Alternatively, the full column-rank system

$$M^T \pi = e_{n+1}, \quad M = \begin{pmatrix} A & e \end{pmatrix}$$

can be solved either by applying the QR factorization to $M$, which requires $(4/3)n^3$ floating point operations [10], or else by applying the QR factorization to $A$ [9].

6 Sensitivity of Nearly Transient Chains

In this section we examine the sensitivity of stationary probabilities in the special case of irreducible chains with nearly transient states, i.e. chains in which the states can be ordered so the transition matrix is almost block triangular. We prove two results, one for special classes of perturbations and one for general perturbations.

The first theorem establishes a result similar to the one in [24]. It says that small stationary probabilities of an absolutely stable chain are relatively well-conditioned if only the states corresponding to these probabilities are perturbed and all other states remain unaffected.

**Theorem 7** If $E$ can be symmetrically permuted so that

$$E = \begin{pmatrix} 0 & 
 E_2 
 \end{pmatrix}, \quad \|E\| = \epsilon,$$

and $\pi^T = \begin{pmatrix} \pi_1^T & \pi_2^T \end{pmatrix}$ is partitioned conformably then

$$\frac{|\pi_j - \bar{\pi}_j|}{\|\bar{\pi}_2\|} \leq 4 \epsilon \min_i \rho_i, \quad 1 \leq j \leq n.$$

**Proof:** According to [15] and Theorem 5,

$$\pi^T - \bar{\pi}^T = \pi^T EA^# = \pi_2^T E_2 A^#$$

and $\|A^#\| \leq 4 \min_i \rho_i$. □

The second theorem concerns nearly transient chains whose matrix is almost block upper triangular,

$$P = \begin{pmatrix} P_{11} & P_{12} \\ P_{21} & P_{22} \end{pmatrix} \begin{pmatrix} r \\ s \end{pmatrix}, \quad \|P_{21}\| = \epsilon << 1,$$
and makes no restrictions on the structure of the perturbations. We show the following: If \( A_{11} = I - P_{11} \) has an inverse with small norm; if \( A_{22} = I - P_{22} \) has a principal submatrix of order \( s - 1 \) whose inverse has small norm; and if \( \epsilon \) is small then \( \pi_n \) is relatively well-conditioned and the chain is absolutely stable.

**Theorem 8** Let

\[
A = \begin{pmatrix} A_1 & b \\ c^T & \delta \end{pmatrix}, \quad A_n = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix},
\]

where \( A_n \) is the principal submatrix obtained by deleting the \( n \)th row and column of \( A \). If \( \|A_{21}\| = \epsilon \) and \( \epsilon\|A_{22}^{-1}\| < 1 \) then

\[
\rho_n \leq \frac{2 \max \{ \|A_{11}^{-1}\|, \|A_{22}^{-1}\| \}}{1 - \epsilon \|A_{22}^{-1}\|}.
\]

**Proof:**

\[
A_n = \begin{pmatrix} A_{11} & A_{12} \\ 0 & A_{22} \end{pmatrix} + \begin{pmatrix} 0 & 0 \\ A_{21} & 0 \end{pmatrix} = T + K = T(I + T^{-1}K).
\]

If \( \|T^{-1}K\| < 1 \) then, §2.3.4 in [10],

\[
\rho_n = \|A_n^{-1}\| \leq \|T^{-1}\| \|(I + T^{-1}K)^{-1}\| \leq \frac{\|T^{-1}\|}{1 - \|T^{-1}K\|}.
\]

Since \( A \) is a M-matrix, \( A_{11}^{-1} > 0, A_{ij} < 0 \) and \( \delta < 0 \). Let \( b^T = (b_1^T \ b_2^T) \) be conformably partitioned with \( A_n \). Then \( Ae = 0 \) implies

\[
0 \leq -A_{11}^{-1}A_{12}e = e + A_{11}^{-1}b_1 \leq e
\]

and \( \|A_{11}^{-1}A_{12}\| = \|A_{11}^{-1}A_{12}e\| \leq 1 \). An analogous derivation shows \( \|A_{22}^{-1}A_{21}\| \leq 1 \). Thus,

\[
T^{-1}K = \begin{pmatrix} -A_{11}^{-1}A_{12}A_{22}^{-1}A_{21} & 0 \\ A_{22}^{-1}A_{21} & 0 \end{pmatrix}
\]

with

\[
\|T^{-1}K\| \leq \max \{ \|A_{11}^{-1}A_{12}A_{22}^{-1}A_{21}\|, \|A_{22}^{-1}A_{21}\| \} \leq \|A_{22}^{-1}A_{21}\| \leq \epsilon \|A_{22}^{-1}\|.
\]

Moreover,

\[
T^{-1} = \begin{pmatrix} A_{11}^{-1} & -A_{11}^{-1}A_{12}A_{22}^{-1} \\ 0 & A_{22}^{-1} \end{pmatrix}
\]

and

\[
\|T^{-1}\| \leq (1 + \|A_{11}A_{12}\|) \max \{ \|A_{11}^{-1}\|, \|A_{22}^{-1}\| \} \leq 2 \max \{ \|A_{11}^{-1}\|, \|A_{22}^{-1}\| \}.
\]

So

\[
\rho_n \leq \frac{\|T^{-1}\|}{1 - \|T^{-1}K\|} \leq \frac{2 \max \{ \|A_{11}^{-1}\|, \|A_{22}^{-1}\| \}}{1 - \epsilon \|A_{22}^{-1}\|}.
\]

7 Small Probabilities In Nearly Transient Chains

Again, let \( P \) be the transition matrix of a nearly transient chain and let

\[
A = I - P = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix}^r, \quad \|A_{21}\| = \epsilon < < 1.
\]
If $\pi^T = (\pi_1^T \pi_2^T)$, then due to the transient nature $\pi_1^T \to 0$ as $\epsilon \to 0$. In particular, $\pi_1^T = -\pi_2^T A_{21} A_{11}^{-1}$ implies $||\pi_1^T|| \leq \epsilon ||A_{11}^{-1}||$.

This means, the smaller the norm of the inverse of the leading principal submatrix, the smaller the stationary probabilities for the corresponding states.

For nearly transient chains with a finer block structure, say

$$A = \begin{pmatrix}
A_{11} & * & \cdots & * & * \\
F_{21} & A_{22} & * & \cdots & * \\
F_{31} & F_{32} & A_{33} & \cdots & * \\
& \vdots & \vdots & \ddots & \vdots \\
F_{k1} & F_{k2} & F_{k3} & \cdots & A_{k,k-1} & * \\
& \vdots & \vdots & \ddots & F_{k,k-1} & A_{kk}
\end{pmatrix}, \quad \pi = \begin{pmatrix}
\pi_1 \\
\pi_2 \\
\pi_3 \\
\vdots \\
\pi_k
\end{pmatrix}$$

and

$$\left|\begin{array}{c}
F_{j+1,j} \\
F_{j+2,j} \\
\vdots \\
F_{k,j}
\end{array}\right| = \epsilon_j, \quad 1 \leq j \leq k-1,$$

the same should be true: the trailing stationary probabilities tend to be larger than the leading ones. We will quantify this statement by providing bounds in terms of $\epsilon_j$ on the probabilities $\pi_j$ associated with each block.

To this end, we present a lemma that makes it possible to proceed inductively by applying the above $2 \times 2$ case to successive diagonal blocks, moving from top to bottom. First apply the $2 \times 2$ case to the probabilities associated with $A_{11}$, giving $||\pi_1|| \leq \epsilon_1 ||A_{11}^{-1}||$. The lemma provides a perturbation of size $\epsilon$ that essentially uncouples $A_{11}$ from the remaining blocks. As a consequence one can apply the same considerations recursively to a perturbation of the remaining blocks.

In particular, the lemma shows that the remaining probabilities are the exact probabilities of a perturbed problem of the same form (the only difference being that the sum of the probabilities is less than one).

**Lemma 1** Let

$$A = \begin{pmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{pmatrix}, \quad ||A_{21}|| \leq \epsilon.$$

If

$$\Delta = \frac{A_{21} \pi_1^T A_{12}}{\pi_2^T A_{21} e},$$

then $A_{22} + \Delta$ is a singular $M$-matrix with

$$\pi_2^T (A_{22} + \Delta) = 0, \quad (A_{22} + \Delta) e = 0, \quad ||\Delta|| \leq \epsilon.$$

**Proof:** We first verify that $\Delta$ satisfies the required equations. From $\pi^T A = 0$ and $A e = 0$ we get

$$r_1^T = \pi_2^T A_{22} = -\pi_1^T A_{12}, \quad r_2 = A_{22} e = -A_{21} e,$$

so one can write

$$\Delta = -\frac{r_2 r_1^T}{\pi_2^T r_2}.$$
Since $\bar{\pi}_2^T \Delta = -r_1^T$, it follows that $\bar{\pi}_2^T (A_{22} + \Delta) = 0$, and thus $\Delta$ satisfies the first equation.

To prove that $\Delta$ satisfies the second equation, observe that $\pi^T A = 0$ and $A \varepsilon = 0$ imply
\[
\bar{\pi}_2^T r_2 = -\bar{\pi}_2^T A_{21} e = \bar{\pi}_1^T A_{11} e = -\bar{\pi}_2^T A_{12} e = r_1^T \varepsilon.
\]
Thus,
\[
\Delta = -\frac{r_2 r_1^T}{r_1^T \varepsilon},
\]
so $\Delta \varepsilon = -r_2$ and $(A_{22} + \Delta) \varepsilon = 0$.

As for the bound on the norm of $\Delta$, notice that $r_1$ and $r_2$ both consist entirely of non-negative elements since $A$ is a M-matrix, so $\Delta$ consists entirely of non-positive elements. This means
\[
\| \Delta \| = \left\| \frac{r_2 r_1^T}{r_1^T \varepsilon} \varepsilon \right\| = \| r_2 \| \leq \varepsilon.
\]
Moreover, since all elements of $\Delta$ are non-positive, the off-diagonal elements in $A_{22} + \Delta$ are more negative than those of $A_{22}$. This implies with $(A_{22} + \Delta) \varepsilon = 0$ that the diagonal elements must be non-negative. From $\pi > 0$ it follows that $A_{22} + \Delta$ must be irreducible, for otherwise a component of $\bar{\pi}_2$ would be zero. According to Corollary 1 in Section 3.5 of [26], the signs of the matrix elements and the irreducibility imply that every principal submatrix of $A_{22} + \Delta$ is a M-matrix. Therefore $A_{22} + \Delta$ is a singular M-matrix. □

Now we can prove the following theorem which says that in a nearly transient chain, the size of the $\pi_i$ in the $i$th block is controlled by the smallness of the preceding off-diagonal columns $1, \ldots, j - 1$, and by the condition of a perturbed $j$th diagonal block. The size of this perturbation is again determined by the smallness of the off-diagonal columns $1, \ldots, j$. This implies that the trailing solution components tend to be larger than the leading ones.

**Theorem 9** Let
\[
A = \begin{pmatrix}
A_{11} & * & * & \cdots & * & * \\
F_{21} & A_{22} & * & \cdots & * & * \\
F_{31} & F_{32} & A_{33} & \cdots & * & * \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & A_{k-1,k-1} & * \\
F_{k1} & F_{k2} & F_{k3} & \cdots & F_{k,k-1} & A_{kk}
\end{pmatrix}, \quad \pi = \begin{pmatrix}
\bar{\pi}_1 \\
\bar{\pi}_2 \\
\bar{\pi}_3 \\
\vdots \\
\bar{\pi}_k
\end{pmatrix}
\]
with
\[
\left\| \begin{pmatrix}
F_{j+1,j} \\
F_{j+2,j} \\
\vdots \\
F_{k,j}
\end{pmatrix} \right\| = \epsilon_j, \quad 1 \leq j \leq k - 1.
\]

Then
\[
\| \bar{\pi}_2^T \| \leq \epsilon_1 \kappa_1, \quad \kappa_1 = \| A_{11}^{-1} \|,
\]
and there exist matrices $X_{j+1,j+1}, 1 \leq j \leq k - 1$, that satisfy
\[
\| A_{j+1,j+1} - X_{j+1,j+1} \| \leq \epsilon_1 + \cdots + \epsilon_j,
\]
and
\[
\| \bar{\pi}_{j+1}^T \| \leq (\epsilon_1 + \cdots + \epsilon_{j+1}) \kappa_{j+1}, \quad \kappa_{j+1} = \| X_{j+1}^{-1} \|.
\]
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Proof: The statements for $\bar{\pi}_1$ follow from the $2 \times 2$ block partitioning. Now apply the same argument recursively to the matrix

$$
\bar{A}_{22} = \begin{pmatrix}
A_{22} & * & \cdots & * & * \\
F_{32} & A_{33} & \cdots & * & * \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\vdots & \vdots & & A_{k-1,k-1} & * \\
F_{k2} & F_{k3} & \cdots & F_{k,k-1} & A_{kk}
\end{pmatrix} + \Delta,
$$

where $\Delta$ is given by Lemma 1. For instance, $X_2$ is the leading diagonal block of $\bar{A}_{22}$ with $\|X_2^{-1}\| = \kappa_2$. Lemma 1 insures $\|\Delta\| \leq \epsilon_1$ and $\|A_{22} - X_2\| \leq \Delta \leq \epsilon_2$. Since the norm of the first off-diagonal column is bounded above by $\epsilon_1 + \epsilon_2$, Lemma 1 gives $\|\bar{\pi}_2^T\| \leq (\epsilon_1 + \epsilon_2)\kappa_2$. ■

8 Concluding Remarks

The goal of this paper was to better understand how individual stationary probabilities change as the transition probabilities are perturbed.

Because most of our results were not intended to exploit any underlying structure, we measured all perturbations relative to $1$ rather than relative to the magnitude of $A = I - P$ or relative to the structure of $P$. In other words, if $\bar{P} = P + E$ is the transition matrix of a perturbed chain, then the relative perturbation is $\|E\|/\|P\| = \|E\|$, instead of $\|E\|/\|A\|$ or $\max_{ij} |e_{ij}|/p_{ij}$. The latter two measures result in a significantly different interpretation of the notions of condition and sensitivity to perturbations. For example, we regard

$$
P(\epsilon) = \begin{pmatrix} 1 - \epsilon & \epsilon \\
\epsilon & 1 - \epsilon \end{pmatrix} \quad \text{and} \quad A(\epsilon) = I - P = \begin{pmatrix} \epsilon & -\epsilon \\
-\epsilon & \epsilon \end{pmatrix}
$$

for small $\epsilon$ as a sensitive Markov chain because small perturbations (relative to $1$) in the transition probabilities can greatly affect the stationary probabilities. In the terminology of this paper, the relative condition numbers for $\pi_1$ and $\pi_2$ are $\|A_{1}^{-1}\| = \|A_{2}^{-1}\| = 1/\epsilon$. However, if we had instead decided to measure perturbations relative to the magnitude of $A$ or relative to the structure of $P$, then we would have to view the stationary probabilities as insensitive to perturbations [15, 27].

The main results in our paper are the following: Given are two transition matrices $P$ and $P + E$ of irreducible $n$-state Markov chains. Note that $E$ is not necessarily constrained to be “small.” The relative sensitivity of a stationary probability $\pi_j$ is

$$
\frac{\pi_j - \bar{\pi}_j}{\pi_j} = \bar{\pi}^T E_j A_j^{-1} e.
$$

where $E_j$ is the matrix obtained by deleting the $j$th column of $E$, and $A_j$ is the principal submatrix obtained by deleting the $j$th row and column from $A = I - P$. Moreover,

$$
\left| \frac{\pi_j - \bar{\pi}_j}{\pi_j} \right| \leq \|E_j\| \|A_j^{-1}\|
$$

with equality possible for each $j$. The absolute sensitivity of $\pi_j$ is governed by the fact that

$$
|\pi_j - \bar{\pi}_j| \leq \min_i \|A_i^{-1}\| \|E\|.
$$

In particular, if at least one $\pi_j$ has low relative sensitivity, or if at least one large $\pi_j$ has low absolute sensitivity, then all stationary probabilities have low absolute sensitivity, and the chain is absolutely
stable. Furthermore, all other relevant condition numbers for the problem $\pi^T A = 0$ are small multiples of $\min_i \| A_i^{-1} \|$. 

In the case of nearly transient chains we showed that under special perturbations even small probabilities may have low relative sensitivity. In addition, we gave conditions under which a nearly transient chain is absolutely stable under more general perturbations.
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