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Abstract. Let $A \in \mathbb{R}^{m \times n}$ be a matrix with known singular values and singular vectors, and let $A'$ be the matrix obtained by appending a row to $A$. We present stable and fast algorithms for computing the singular values and the singular vectors of $A'$ in $O\left((m + n)\min(m, n) \log^2 \varepsilon\right)$ floating point operations, where $\varepsilon$ is the machine precision. Previous algorithms can be unstable and compute the singular values and the singular vectors of $A'$ in $O\left((m + n)\min^2(m, n)\right)$ floating point operations.

1. Introduction. The singular value decomposition (SVD) of a matrix $A \in \mathbb{R}^{m \times n}$ is

$$A = U\Omega V^T,$$

(1.1)

where $U \in \mathbb{R}^{m \times m}$ and $V \in \mathbb{R}^{n \times n}$ are orthonormal; and $\Omega \in \mathbb{R}^{m \times n}$ is zero except on the main diagonal, which has non-negative entries in decreasing order. The columns of $U$ and $V$ are the left singular vectors and the right singular vectors of $A$, respectively; the diagonal entries of $\Omega$ are the singular values of $A$.

In many least squares and signal processing applications (see [1, 14, 19] and the references therein), we repeatedly update $A$ by appending a row or a column, or downdate $A$ by deleting a row or a column. After each update or downdate, we compute the SVD of the resulting matrix. In [11] we consider the problem of downdating the SVD. In this paper we consider the problem of updating the SVD. The problem of updating the SVD is also related to the problem of updating the URV and ULV decompositions (see [14, 15, 17, 18]).

Since appending a column to $A$ is tantamount to appending a row to $A^T$, we only consider the case where a row is appended. Without loss of generality, we further assume that the last row is appended. Thus, we can write

$$A' = \begin{pmatrix} A \\ a^T \end{pmatrix},$$

where $A' \in \mathbb{R}^{(m+1) \times n}$ is the updated matrix. We would like to compute the SVD of $A'$ by taking advantage of our knowledge of the SVD of $A$.

First consider the case $m \geq n$. We write

$$U = (U_1 \ U_2) \quad \text{and} \quad \Omega = \begin{pmatrix} D \\ 0 \end{pmatrix},$$

where $U_1 \in \mathbb{R}^{m \times n}$, $U_2 \in \mathbb{R}^{m \times (m-n)}$ and $D \in \mathbb{R}^{n \times n}$. Equation (1.2) can be rewritten as

$$A' = \begin{pmatrix} U_1 & 0 & U_2 \\ 0 & 1 & 0 \end{pmatrix} \begin{pmatrix} D \\ z^T \\ 0 \end{pmatrix} V^T,$$
where \( z = V^T a \in \mathbb{R}^n \). Let \((W \ w)^T (\Omega \ 0) Q^T\) be the SVD of \( M = \begin{pmatrix} D \\ z^T \end{pmatrix} \in \mathbb{R}^{(n+1) \times n} \), with \( W \in \mathbb{R}^{(n+1) \times n}, w \in \mathbb{R}^{n+1}, \) and \( \Omega, Q \in \mathbb{R}^{n \times n} \). Then the SVD of \( A' \) is

\[
A' = (U'_1 \ U'_2)^T (\begin{pmatrix} \Omega \\ 0 \end{pmatrix} (VQ)^T,
\]

where \((U'_1 \ U'_2) \in \mathbb{R}^{(m+1) \times (m+1)}\) is orthonormal with \( U'_1 = (U_1 \ 0 \ 1)^T \in \mathbb{R}^{(m+1) \times n} \) and \( U'_2 = (w' \ (U_2 \ 0))^T \in \mathbb{R}^{(m+1) \times (m+1-n)} \).

\[
\text{(1.4)} \quad w' = \begin{pmatrix} U_1 \\ 0 \\ 0 \end{pmatrix} w.
\]

Since \( M \) is not related to \( U \), the singular values and right singular vectors of \( A' \) can be updated without it. When we need to update \( U_1 \), we compute \( U'_1 \); and when we need to update \( U = (U_1 \ U_2) \), we further compute \( w' \).

Since error is associated with computation, a numerical SVD of \( A' \) or \( M \) is usually defined as a decomposition of the form

\[
(145) = (\tilde{U}'_1 \ \tilde{U}'_2)^T (\tilde{\Omega} \ 0)^T Y^T + O(\epsilon \| A' \|_2) \quad \text{or} \quad M = (W \ \tilde{w}) (\tilde{\Omega} \ 0)^T \hat{Q}^T + O(\epsilon \| M \|_2),
\]

where \( \epsilon \) is the machine precision; \( \tilde{\Omega} \) is diagonal with non-negative entries in decreasing order; and \((\tilde{U}'_1 \ \tilde{U}'_2) \) and \( \tilde{Y} \) or \( \tilde{W} \) and \( (\tilde{W} \ \tilde{w}) \) are numerically orthonormal. An algorithm that produces such a decomposition is said to be backward stable [16].

While the singular values of \( A' \) and \( M \) are always well-conditioned with respect to a perturbation, the singular vectors can be extremely sensitive to such perturbations [5]. That is, \( \tilde{\Omega} \) can be guaranteed to be close to \( \Omega \), but \( \tilde{U}'_1 \), \( (\tilde{W} \ \tilde{w}) \) and \( \tilde{Q} \) can be very different from \( U'_1 \), \( (W \ w) \) and \( Q \), respectively. Thus one is usually content with backward stable algorithms for computing the eigendecompositions of \( A' \) and \( M \).

We compute a numerical SVD of \( M \) of the form (1.5) by using the techniques in [8, 9, 10] (see Section 2). We compute the right singular vector matrix as \( V \hat{Q} \). If the left singular vector matrix is updated, we compute it according to (1.4) with \( (W \ w) \) replaced by \( (W \ \tilde{w}) \).

It takes \( O(n^2) \) floating point operations to compute a numerical SVD of \( M \) (see Section 2). It takes \( O(mn) \) floating point operations to compute \( U'_2 \). Since both \( \hat{Q} \) and \( (W \ \tilde{w}) \) are dense matrices, it takes ostensibly about \( 2n^2 \) and \( 2mn \) floating point operations to compute \( \hat{Y} \) and \( \tilde{U}'_2 \), respectively. However, we show that by using the fast multipole method of Carrier, Greengard and Rokhlin [3, 7], the right and left singular vector matrices of \( A' \) can be stably computed in \( O(n^2 \log^2 \epsilon) \) and \( O(mn \log^2 \epsilon) \) floating point operations, respectively (see Sections 3 and 4).

The case \( m < n \) is similar. We write

\[
V = (V_1 \ V_2) \quad \text{and} \quad \Omega = (D \ 0),
\]

where \( V_1 \in \mathbb{R}^{n \times m}, V_2 \in \mathbb{R}^{n \times (n-m)} \) and \( D \in \mathbb{R}^{m \times m} \). Equation (1.2) can be rewritten as

\[
A' = \begin{pmatrix} U & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} D & 0 \\ z_1^T & z_2^T \end{pmatrix} \begin{pmatrix} V_1^T \\ V_2^T \end{pmatrix} = \begin{pmatrix} U & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} D & 0 \\ z_1^T & \zeta \end{pmatrix} \begin{pmatrix} V_1^T \\ (V_2 H)^T \end{pmatrix},
\]
where \( z_1 = V_1^T a \in \mathbb{R}^m \) and \( z_2 = V_2^T a \in \mathbb{R}^{n-m} \); and \( H^T z_2 = (\zeta, 0, \ldots, 0)^T \) is an orthonormal Householder transform. Let \( W \Omega Q^T \) be the SVD of

\[
\begin{pmatrix}
D \\
0 \\
\zeta^T \\
z_1^T \\
z_2^T
\end{pmatrix} \in \mathbb{R}^{(m+1) \times (m+1)}.
\]

Then the SVD of \( A' \) is

\[
A' = U' (\Omega \ 0) \begin{pmatrix} V_1' & V_2' \end{pmatrix},
\]

where

\[
U' = \begin{pmatrix} U & 0 \\ 0 & 1 \end{pmatrix} W \quad \text{and} \quad V_1' = (V_1 \ v) Q \quad \text{and} \quad (v \ V_2') = V_2 H,
\]

with \( v \in \mathbb{R}^n \) being the first column of \( V_2 H \). Since \( M_1 \) is not related to \( U \) we can update the singular values and right singular vectors of \( A' \) without it.

We compute a numerical SVD of \( M_1 \) (cf. (1.5)) by using the techniques in [8, 9, 10] (see Section 2). We stably compute the right and left singular vector matrices of \( A' \) by using the fast multipole method in \( O(mn \log^2 \epsilon) \) and \( O(m^2 \log^2 \epsilon) \) floating point operations, respectively. Similar to the previous case, the singular values of \( A' \) and \( M_1 \) are always well-conditioned with respect to a perturbation, the singular vectors can be extremely sensitive to such perturbations [5].

In both cases, the problem of updating the SVD has been considered by Bunch and Nielsen [1], using results from [2, 4]. Their scheme for finding the SVD of \( M \) and \( M_1 \) can be unstable [1, 2]. And their algorithm takes about \( 2m \min^2(m, n) \) and \( 2m \min^2(m, n) \) floating point operations to update the right and the left singular vector matrices, respectively. The lack of a fast algorithm for updating the SVD is one of the reasons for the recent development of URV and ULV decomposition algorithms to approximately update the SVD [14, 15, 17, 18].

For the purpose of computing the SVD of \( M \) and \( M_1 \), we take the usual model of arithmetic

\[\text{fl}(\alpha \circ \beta) = (\alpha \circ \beta) (1 + \xi),\]

where \( \alpha \) and \( \beta \) are floating point numbers; \( \circ \) is one of \(+,-,\times\), and \( \div \); \( \text{fl}(\alpha \circ \beta) \) is the floating point result of the operation \( \circ \); and \( |\xi| \leq \epsilon \). We also require that\(^1\)

\[\text{fl}(\sqrt{\alpha}) = \sqrt{\alpha} (1 + \xi)\]

for any positive floating point number \( \alpha \). For simplicity, we ignore the possibility of overflow and underflow.

2. Computing the SVD of \( M \) and \( M_1 \). In this section we present a scheme for finding the SVD of the matrix

\[
M = \begin{pmatrix} D \\
0 \\
\zeta \end{pmatrix} = \begin{pmatrix} d_1 & & \\
& \ddots & \\
& & d_n \\
\zeta_1 & & \zeta_n \end{pmatrix},
\]

\(^1\)This model excludes machines that do not have a guard digit, such as CRAYs and CDC Cybers. It also excludes machines that do not support binary floating point operations. Our algorithms can be modified for such machines.
where \( D = \text{diag}(d_1, d_2, \ldots, d_n) \) with \( 0 \leq d_1 \leq d_2 \leq \ldots \leq d_n \); and \( z = (z_1, z_2, \ldots, z_n)^T \). We further assume that

\[
(2.2) \quad d_1 \geq \tau \|M\|_2, \quad d_{i+1} - d_i \geq \tau \|M\|_2 \quad \text{and} \quad |z_i| \geq \tau \|M\|_2,
\]

where \( \tau \) is a small multiple of \( \epsilon \) to be specified in Section 2.2. Any matrix of the form (2.1) can be reduced to one that satisfies these conditions by the deflation procedures described in [8, 9] and a simple permutation. The scheme for finding the SVD of \( M_1 \) (see (1.6)) appears in [8, 9]. The techniques for both problems are very similar.

The following lemma characterizes the singular values and singular vectors of \( M \).

**Lemma 2.1** (Jessup and Sorensen [12]). Let \( W \begin{pmatrix} \Omega & 0 \\ 0 & 0 \end{pmatrix} Q^T \) be the SVD of \( M \) with

\[
W = (w_1, \ldots, w_n, w_{n+1}) \quad \text{and} \quad Q = (q_1, \ldots, q_n),
\]

where \( 0 < \omega_1 < \ldots < \omega_n \). Then

\[
M^T M = D^2 + zz^T = Q \Omega^2 Q^T.
\]

is the eigendecomposition of \( M^T M \). The singular values \( \{\omega_j\}_{j=1}^n \) satisfy the interlacing property

\[
0 < d_1 < \omega_1 < d_2 < \ldots < d_n < \omega_n < d_n + \|z\|_2,
\]

and the secular equation

\[
\mathcal{F}(\omega) = 1 + \sum_{i=1}^{n} \frac{z_i^2}{d_i^2 - \omega^2} = 0.
\]

The singular vectors satisfy

\[
(2.3) \quad w_j = \begin{pmatrix} d_1 & z_1 \\ d_1^2 - \omega_j^2, & -1 \end{pmatrix} \left/ \sqrt{1 + \sum_{i=1}^{n} \frac{z_i^2}{d_i^2 - \omega_j^2}} \right.,
\]

\[
(2.4) \quad w_{n+1} = \begin{pmatrix} \frac{z_1}{d_1}, \ldots, \frac{z_n}{d_n}, -1 \end{pmatrix} \left/ \sqrt{1 + \sum_{i=1}^{n} \frac{z_i^2}{d_i^2}} \right.,
\]

\[
(2.5) \quad q_j = \begin{pmatrix} \frac{z_1}{d_1 - \omega_j}, \ldots, \frac{z_n}{d_n - \omega_j} \end{pmatrix} \left/ \sqrt{1 + \sum_{i=1}^{n} \frac{z_i^2}{d_i^2 - \omega_j^2}} \right.,
\]

where \( j = 1, \ldots, n \).

On the other hand, given \( D \) and all the singular values, we can construct a matrix with the same structure as (2.1).

**Lemma 2.2.** Given a diagonal matrix \( D = \text{diag}(d_1, d_2, \ldots, d_n) \) and a set of numbers \( \{\hat{\omega}_j\}_{j=1}^n \) satisfying the interlacing property

\[
(2.6) \quad 0 < d_1 < \hat{\omega}_1 < d_2 < \ldots < d_n < \hat{\omega}_n,
\]
there exists a matrix

$$\hat{M} = \begin{pmatrix} d_1 \\ \vdots \\ d_n \\ \hat{z}_1 \\ \vdots \\ \hat{z}_n \end{pmatrix}$$

whose singular values are $\{\hat{\omega}_j\}_{j=1}^n$. The vector $\hat{z} = (\hat{z}_1, \hat{z}_2, \ldots, \hat{z}_n)^T$ is determined by

$$(2.7) \quad |\hat{z}_i| = \sqrt{\hat{\omega}_i^2 - d_i^2} \prod_{j=1}^{i-1} (\hat{\omega}_j^2 - d_j^2) \prod_{j=i+1}^{n-1} (\hat{\omega}_j^2 - d_j^2),$$

where the sign of $\hat{z}_i$ can be chosen arbitrarily.

2.1. Computing the Singular Vectors of $M$. For each exact singular value $\omega_j$, equations (2.3) and (2.5) give the corresponding exact singular vectors. Observe that if $\omega_j$ was given, then we could compute each difference $d_i^2 - \omega_j^2$ to high relative accuracy as $(d_i - \omega_j)(d_i + \omega_j)$. We could also compute each product and each ratio to high relative accuracy, and thus compute $w_j$ and $q_j$ to component-wise high relative accuracy.

In practice we can only hope to compute an approximation $\hat{w}_j$ to $w_j$. But problems can arise if we approximate $w_j$ and $q_j$ by

$$\hat{w}_j = \left( \frac{d_1 z_1}{d_1^2 - \hat{\omega}_j^2}, \ldots, \frac{d_n z_n}{d_n^2 - \hat{\omega}_j^2} \right)^T \sqrt{1 + \sum_{i=1}^n \left( \frac{d_i z_i}{d_i^2 - \hat{\omega}_j^2} \right)^2}$$

and

$$\hat{q}_j = \left( \frac{z_1}{d_1^2 - \hat{\omega}_j^2}, \ldots, \frac{z_n}{d_n^2 - \hat{\omega}_j^2} \right)^T \sqrt{\sum_{i=1}^n \left( \frac{z_i^2}{d_i^2 - \hat{\omega}_j^2} \right)^2}$$

(i.e., replace $\omega_j$ by $\hat{\omega}_j$ in equations (2.3) and (2.5) as in [1, 12]). For even if $\hat{\omega}_j$ is close to $\omega_j$, the approximate ratios $z_i/(d_i^2 - \hat{\omega}_j^2)$ and $d_i z_i/(d_i^2 - \hat{\omega}_j^2)$ can still be very different from the exact ratios $z_i/(d_i^2 - \omega_j^2)$ and $d_i z_i/(d_i^2 - \omega_j^2)$, resulting in singular vectors very different from $w_j$ and $q_j$. And when all the approximate singular values $\{\hat{\omega}_j\}_{j=1}^n$ are computed and all the corresponding singular vectors are approximated in this manner, the resulting singular vector matrices may not be orthonormal.

Lemma 2.2 allows us to overcome this problem. After we have computed all the approximate singular values $\{\hat{\omega}_j\}_{j=1}^n$ of $M$, we find a new matrix $\hat{M}$ whose exact singular values are $\{\hat{\omega}_j\}_{j=1}^n$, and then compute the singular vectors of $\hat{M}$ using Lemma 2.1.

Note that each difference

$$\hat{\omega}_j^2 - d_i^2 = (\hat{\omega}_j - d_i)(\hat{\omega}_j + d_i) \quad \text{and} \quad d_j^2 - d_i^2 = (d_j - d_i)(d_j + d_i)$$

in (2.7) can be computed to high relative accuracy. Each ratio and each product can also be computed to high relative accuracy. Thus $|\hat{z}_i|$ can be computed to high relative accuracy. We choose the sign of $\hat{z}_i$ to be the sign of $z_i$. Substituting the exact singular values $\{\hat{\omega}_j\}_{j=1}^n$ and the computed $\hat{z}$ into equations (2.3) and (2.5), each singular vector of $\hat{M}$ can again be computed to component-wise high relative accuracy. Consequently,
after all the singular vectors are computed, the singular vector matrices of $\hat{M}$ will be numerically orthonormal.

To ensure the existence of $\hat{M}$, we need $\{\hat{\omega}_j\}_{j=1}^n$ to satisfy the interlacing property (2.6). But since the exact singular values of $M$ satisfy the same interlacing property (see Lemma 2.1), this is only an accuracy requirement on the computed singular values, and is not an additional restriction on $M$. We can use the SVD of $M$ as an approximation to the SVD of $\hat{M}$. Since

$$
M = \hat{M} + \begin{pmatrix}
0 & & \\
& \ddots & \\
& & 0 \\
z_1 - \hat{z}_1 & \ldots & z_n - \hat{z}_n
\end{pmatrix},
$$

we have

$$
|\hat{\omega}_j - \omega_j| \leq \|M - \hat{M}\|_2 \leq \|z - \hat{z}\|_2.
$$

Such a substitution is backward stable (see (1.5)) as long as $\hat{z}$ is close to $z$ (cf. [8, 9, 10]).

2.2. Computing the Singular Values of $M$. In order to guarantee that $\hat{z}$ is close to $z$, we must ensure that the approximations $\{\hat{\omega}_j\}_{j=1}^n$ to the singular values are sufficiently accurate. The key is the stopping criterion for the root-finder, which requires a slight reformulation of the secular equation (cf. [1, 8, 9, 10]).

Consider the singular value $\omega_j \in (d_j, d_{j+1})$, where $1 \leq j \leq n - 1$; the case $j = n$ is considered later. $\omega_j$ is a root of the secular equation

$$
\mathcal{F}(\omega) = 1 + \sum_{i=1}^n \frac{z_i^2}{d_i^2 - \omega^2} = 0.
$$

We first assume that $\omega_j \in (d_j, \frac{d_j + d_{j+1}}{2})$. Let $\delta_i = d_i - d_j$ and let

$$
\psi(\mu) \equiv \sum_{i=1}^j \frac{z_i^2}{(\delta_i - \mu)(d_i + d_j + \mu)} \quad \text{and} \quad \phi(\mu) \equiv \sum_{i=j+1}^n \frac{z_i^2}{(\delta_i - \mu)(d_i + d_j + \mu)}.
$$

Setting $\omega = d_j + \mu$, we have

$$
\mathcal{F}(\mu + d_j) = 1 + \psi(\mu) + \phi(\mu) \equiv G(\mu).
$$

We seek the root $\mu_j = \omega_j - d_j \in (0, \delta_{j+1}/2)$ of $G(\mu) = 0$.

An important property of $G(\mu)$ is that we can compute each difference $\delta_i - \mu$ to high relative accuracy for any $\mu \in (0, \delta_{j+1}/2)$. Indeed, since $\delta_j = 0$, we have $\mathfrak{f}(\delta_j - \mu) = -\mathfrak{f}(\mu)$; since $\mathfrak{f}(\delta_{j+1}) = \mathfrak{f}(d_{j+1} - d_j)$ and $0 < \mu < (d_{j+1} - d_j)/2$, we can compute $\mathfrak{f}(\delta_{j+1} - \mu)$ as $\mathfrak{f}(\mathfrak{f}(d_{j+1} - d_j) - \mathfrak{f}(\mu))$; and in a similar fashion, we can compute $\delta_i - \mu$ to high relative accuracy for any $i \neq j, j + 1$.

Because we can also compute $d_i + d_j + \mu$ (a sum of positive terms) to high relative accuracy, we can compute each ratio $z_i^2/((\delta_i - \mu)(d_i + d_j + \mu))$ in $G(\mu)$ to high relative

\footnote{This can easily be checked by computing $\mathcal{F}(\frac{d_j + d_{j+1}}{2})$. If $\mathcal{F}(\frac{d_j + d_{j+1}}{2}) > 0$, then $\omega_j \in (d_j, \frac{d_j + d_{j+1}}{2})$, otherwise $\omega_j \in (\frac{d_j + d_{j+1}}{2}, d_{j+1})$.}
accuracy for any \( \mu \in (0, \delta_{j+1}/2) \). And, since both \( \psi(\mu) \) and \( \phi(\mu) \) are sums of terms of the same sign, we can bound the error in computing \( G(\mu) \) by

\[ \eta n (1 + |\psi(\mu)| + |\phi(\mu)|), \]

where \( \eta \) is a small multiple of \( \epsilon \) that is independent of \( n \) and \( \mu \).

We now assume that \( \omega_j \in [\delta_j/2, d_{j+1}] \). Let \( \delta_i = d_i - d_{j+1} \) and let

\[ \psi(\mu) \equiv \sum_{i=1}^{j} \frac{z_i^2}{(\delta_i - \mu)(d_i + d_{j+1} + \mu)} \quad \text{and} \quad \phi(\mu) \equiv \sum_{i=j+1}^{n} \frac{z_i^2}{(\delta_i - \mu)(d_i + d_{j+1} + \mu)}. \]

Setting \( \omega = d_{j+1} + \mu \), we seek the root \( \mu_j = \omega_j - d_{j+1} \in [\delta_j/2, 0) \) of the equation

\[ G(\mu) \equiv F(\mu + d_{j+1}) = 1 + \psi(\mu) + \phi(\mu) = 0. \]

For any \( \mu \in [\delta_j/2, 0) \), we can compute each difference \( \delta_i - \mu \) to high relative accuracy. Since \( |\mu| \leq |\delta_j|/2 \leq d_{j+1}/2 \), we can compute each sum \( d_i + d_{j+1} + \mu \) to high relative accuracy as \( d_i + (d_{j+1} + \mu) \). Thus we can again compute each ratio \( z_i^2/((\delta_i - \mu)(d_i + d_{j+1} + \mu)) \) to high relative accuracy and bound the error in computing \( G(\mu) \) as before.

Finally we consider the case \( j = n \). Let \( \delta_i = d_i - d_n \) and let

\[ \psi(\mu) \equiv \sum_{i=1}^{n} \frac{z_i^2}{(\delta_i - \mu)(d_i + d_n + \mu)} \quad \text{and} \quad \phi(\mu) \equiv 0. \]

Setting \( \omega = d_n + \mu \), we seek the root \( \mu_n = \omega_n - d_n \in (0, ||z||_2) \) of the equation

\[ G(\mu) \equiv F(\mu + d_n) = 1 + \psi(\mu) + \phi(\mu) = 0. \]

Again, for any \( \mu \in (0, ||z||_2) \), we can compute each ratio \( z_i^2/((\delta_i - \mu)(d_i + d_n + \mu)) \) to high relative accuracy, and we can bound the error in computing \( G(\mu) \) as before.

In practice the root-finder cannot make any progress at a point \( \mu \) where it is impossible to determine the sign of \( G(\mu) \) numerically. Thus we propose the stopping criterion

\[ (2.8) \quad |G(\mu)| \leq \eta n (1 + |\psi(\mu)| + |\phi(\mu)|), \]

where, as before, \( \eta n (1 + |\psi(\mu)| + |\phi(\mu)|) \) is an upper bound on the round-off error in computing \( G(\mu) \). Note that for each \( j \), there is at least one floating point number that satisfies this stopping criterion numerically, namely \( \hat{\mu}_j \).

We have not specified the scheme for finding the root of \( G(\mu) \). We can use the bisection method or the rational interpolation strategies in [1, 6, 13]. What is most important is the stopping criterion and the fact that, with the reformulation of the secular equation given above, we can find \( \mu \) that satisfies it.

For each \( j \), we denote the computed value of \( \mu_j \) by \( \hat{\mu}_j \). Thus the computed singular values \( \{\hat{\omega}_j\}_{j=1}^n \) satisfy

\[ (2.9) \quad \hat{\omega}_j = d_j + \hat{\mu}_j \quad \text{or} \quad \hat{\omega}_j = d_{j+1} + \hat{\mu}_j \]

and

\[ (2.10) \quad 0 < d_1 < \hat{\omega}_1 < d_2 < \ldots < d_n < \hat{\omega}_n \].
An argument similar to that of this section shows that we can compute \( \hat{\omega}_j^2 - d_j^2 \) to high relative accuracy. Thus we can compute \( \hat{z} \) and the singular vectors of \( \hat{M} \) to component-wise high relative accuracy. Lemma 2.3 shows that this approach is stable.

**Lemma 2.3** (Gu and Eisenstat [9]). *Assume that the stopping criterion (2.8) is satisfied by every computed \( \mu_j \). Also assume that \( \tau \geq 2\eta n^2 \) in (2.2). Then*

\[
|\hat{z}_i - z_i| \leq 4\eta n^2 \| z \|_2,
\]

*for \( i = 1, \ldots, n \).

### 3. Acceleration by the Fast Multipole Method

Suppose that we want to evaluate the complex function

\[
\Phi(\omega) = \sum_{i=1}^{n} x_i \phi(d_i - \omega)
\]

at \( n \) points in the complex plane, where \( \{ x_i \}_{i=1}^{n} \) and \( \{ d_i \}_{i=1}^{n} \) are constants and \( \phi(\omega) \) is one of \( \log(\omega) \), \( 1/\omega \) and \( 1/\omega^2 \). The direct computation takes \( O(n^2) \) time. But the fast multipole method (FMM) proposed by Carrier, Greengard and Rokhlin [3, 7] takes only \( O(n \log^2 n) \) time to compute \( \Phi(\omega) \) at these points. In this section we describe a modified FMM to accelerate our algorithms for updating the SVD.

With the singular vector matrices of \( M \) or \( M_1 \), we compute the singular vector matrices of \( A' \in \mathbb{R}^{m \times n} \) (see Section 1). In this section we only consider the problem of computing the right singular vector matrix of \( A' \) for the case \( m \geq n \). The techniques for other singular vector matrix computations are basically the same.

From Sections 1 and 2 (see equations (1.3), (1.5) and Section 2.1) we have

\[
A' = (\hat{U}_1' \quad \hat{U}_2') \begin{pmatrix} \hat{\Omega} & 0 \\ 0 & 0 \end{pmatrix} (V \hat{Q})^T + O(\|A'\|_2),
\]

where \( V \in \mathbb{R}^{n \times n} \) is orthonormal and \((\hat{W} \hat{w}) (\hat{\Omega} \hat{q})^T \) is the SVD of \( \hat{M} = \begin{pmatrix} D \\ \hat{z}_T \end{pmatrix} \in \mathbb{R}^{(n+1) \times n} \). The matrix matrix product \( V \hat{Q} \) is an approximate right singular vector matrix of \( A' \) (see Section 2). The singular values of \( \hat{M} \) are given as (see (2.9) and (2.10))

\[
\hat{\omega}_j = d_j + \hat{\mu}_j \quad \text{or} \quad \hat{\omega}_j = d_{j+1} + \hat{\mu}_j
\]

with \( \{ d_j \}_{j=1}^{n} \) satisfying (2.2).

According to Lemma 2.1, we have \( \hat{Q} = (\hat{q}_1, \ldots, \hat{q}_n) \) with

\[
\hat{q}_j = \begin{pmatrix} \hat{z}_1 \\ d_1^2 - \hat{\omega}_j^2 \\ \vdots \\ \hat{z}_n \\ d_n^2 - \hat{\omega}_j^2 \end{pmatrix}^T \sqrt{\sum_{i=1}^{n} \frac{\hat{z}_i^2}{(d_i^2 - \hat{\omega}_j^2)^2}}.
\]

Let \( v^T = (v_1, \ldots, v_n)^T \) be a row of \( V \). Then the corresponding row of \( V \hat{Q} \) is \( v^T \hat{Q} = (v^T \hat{q}_1, \ldots, v^T \hat{q}_n) \) with \( v^T \hat{q}_j = \Phi_1(\hat{\omega}_j) / \sqrt{\Phi_2(\hat{\omega}_j)} \), where

\[
\Phi_1(\omega) = \sum_{i=1}^{n} \frac{v_i \hat{z}_i}{d_i^2 - \omega^2} \quad \text{and} \quad \Phi_2(\omega) = \sum_{i=1}^{n} \frac{\hat{z}_i^2}{(d_i^2 - \omega^2)^2}.
\]
Thus we can compute $\nu^T \hat{Q}$ by evaluating $\Phi_1(\omega)$ and $\Phi_2(\omega)$ at $n$ points $\{\hat{\omega}_j\}_{j=1}^n$. Note that for each different row of $V$, there is a different function $\Phi_1(\omega)$, whereas $\Phi_2(\omega)$ remains the same. Thus the major cost in computing $V \hat{Q}$ is for each $\nu$ to evaluate $\Phi_1(\omega)$ at the same points $\{\hat{\omega}_j\}_{j=1}^n$. The direct computation takes $O(n^3)$ floating point operations.

Note that $\Phi_1(\omega)$ is similar to the form in (3.1). In this section, we present a modified FMM for computing

\begin{equation}
\Phi(\omega) = \sum_{i=1}^n \frac{x_i}{d_i^2 - \omega^2}
\end{equation}

at $n$ points $\{\omega_j\}_{j=1}^n$ satisfying the interlacing property

\begin{equation}
0 < d_1 < \omega_1 < d_2 < \ldots < d_n < \omega_n,
\end{equation}

where the singularities $\{d_i\}_{i=1}^n$ of $\Phi(\omega)$ satisfy (4.4). The modified FMM takes advantage of the fact that all the computations are real. We then show how to use the modified FMM to compute $\Phi(\omega)$ at $\{\hat{\omega}_j\}_{j=1}^n$. Finally we use the modified FMM to stably compute the matrix-matrix product $V \hat{Q}$ in $O(n^2 \log_2^2 n)$ floating point operations. Most of the results in Section 3 parallel those of [3, 7].

3.1. Chebyshev Interpolation. Our modified FMM is based on polynomial interpolation. Define the Chebyshev polynomials

\begin{equation}
T_0(x) = 1, \quad T_1(x) = x, \quad \text{and} \quad T_{k+1}(x) = 2xT_k(x) - T_{k-1}(x), \quad k = 1, 2, \ldots.
\end{equation}

It is well-known that they satisfy $|T_k(x)| \leq 1$ for all $x \in [-1, 1]$ and for all $k$. For $k \geq 1, T_k(x)$ has exactly $k$ roots in the interval $[-1, 1]$ given by

\begin{equation}
\theta^j_k = \cos \left( \frac{2j - 1}{2k} \pi \right), \quad j = 1, 2, \ldots, k.
\end{equation}

These roots will be referred to as $k$-th order Chebyshev nodes throughout the rest of this paper. The Chebyshev polynomials can also be written as

\begin{equation}
T_k(x) = \cos \left( k \cos^{-1} x \right) = \frac{1}{2} \left( (x + \sqrt{x^2 - 1})^n + (x - \sqrt{x^2 - 1})^n \right).
\end{equation}

For $|x| > 1$, we have

\begin{equation}
|T_k(x)| = T_k(|x|) \approx \frac{1}{2} \left( |x| + \sqrt{|x|^2 - 1} \right)^n.
\end{equation}

The function $|T_k(x)|$ monotonically increases to $\infty$ for modest values of $k$ (see Table).

Lemma 3.1 below is quite elementary. However, it is the main analytic tool in our modified FMM. For its introduction we need the following polynomials

\begin{equation}
P_k^\alpha (x) = \frac{T_{k+1}(\alpha) - T_{k+1}(x)}{(\alpha - x) T_{k+1}(\alpha)},
\end{equation}

where $k$ is a non-negative integer and $\alpha$ is any real number. We note that while $P_k^\alpha (x)$ might appear to be a rational function, it is indeed a polynomial since the polynomial in the numerator has $\alpha$ as a root.
Lemma 3.1. Let \( k \) be any positive integer and let \(|\alpha| > 1\). Then

\[
\frac{1}{\alpha - x} - P^\alpha_k(x) = \frac{T_{k+1}(x)}{T_{k+1}(\alpha) (\alpha - x)},
\]

\[
\left| \frac{1}{\alpha - x} - P^\alpha_k(x) \right| \leq \frac{1}{|T_{k+1}(\alpha)| (|\alpha| - 1)}.
\]

Remark 3.1. Since the numerator on the right-hand-side of equation (3.9-a) is \( T_{k+1}(x) \), it follows from (3.7) that it must vanish at the \((k + 1)\)-st order Chebychev nodes. Consequently, The polynomial \( P^\alpha_k(x) \) is precisely the polynomial obtained by interpolating the function \( 1/(\alpha - x) \) at these Chebychev nodes.

Remark 3.2. For any given \( k \), \( P^\alpha_k(x) \) is the polynomial that approximates \( 1/(\alpha - x) \) with the smallest relative error, i.e.,

\[
\min_{\deg(p) \leq k} \max_{x \in [-1,1]} \left| \left( \frac{1}{\alpha - x} - p(x) \right) (\alpha - x) \right| = \min_{\deg(p) \leq k} \max_{x \in [-1,1]} |(1 - (\alpha - x) p(x))| = \frac{1}{|T_{k+1}(\alpha)|}.
\]

Lemma 3.2 below is similar to Lemma 3.1.

Lemma 3.2. Let \( k \) be any positive integer and let \(|\beta| < 1\). Then

\[
\frac{1}{1 - \beta x} - \frac{1}{\beta^k} P^\beta_k(x) = \frac{T_{k+1}(x)}{T_{k+1}(1/\beta) (1 - \beta x)},
\]

\[
\left| \frac{1}{1 - \beta x} - \frac{1}{\beta^k} P^\beta_k(x) \right| \leq \frac{1}{|T_{k+1}(1/\beta)| (1 - |\beta|)}.
\]

Another advantage of Chebyshev interpolation is that it is also numerically stable.

Let \( P(x) \) be the unique polynomial of degree at most \( k \) that interpolates a function \( f(x) \) at the Chebyshev nodes:

\[
P(x) = f_i, \quad i = 0, 1, \cdots, k.
\]

\( P(x) \) can be written as

\[
P(x) = \sum_{j=0}^{k} \prod_{i \neq j} (x - x_i) \prod_{i \neq j} (x_j - x_i) = \sum_{j=0}^{k} \frac{T_k(x)}{(x - x_j) T_k'(x_i)}.
\]

Let \( P(x) \) and \( \hat{P}(x) \) be polynomials of degree at most \( k \) that interpolate possesses the optimality properties in Remark 3.2, it.

3.2. Basic Ideas of FMM. In this section we first consider methods for fast evaluation of \( \Phi(\omega) \) of (3.4) for two special distributions of \( \{d_i\}_{i=1}^n \) and \( \{\omega_j\}_{j=1}^n \). We then briefly show how to generalize these methods for distributions of \( \{d_i\}_{i=1}^n \) and \( \{\omega_j\}_{j=1}^n \) satisfying (3.7) and (3.5). This section is the basis of modified FMM.

First assume that we want to evaluate \( \Phi(\omega) \) at \( \omega = \omega_1, \ldots, \omega_n \) satisfying (see Figure 3.1)

\[
|\omega^2 - c| \leq \hat{r} \quad \text{and} \quad |d_i^2 - c| \geq 3\hat{r} \quad \text{with} \quad \hat{r} = \frac{r}{2}.
\]
Under these conditions, the function $\Phi(\omega)$ is quite smooth at $\{\omega_j\}_{j=1}^n$, which are clustered around $c$. We take advantage of this smoothness by approximating $\Phi(\omega)$ via Chebyshev interpolation. Define $\xi = (\omega^2 - c)/r$ and $\alpha_i = (d_i^2 - c)/r$. It follows that $\omega = \sqrt{c + r\xi}$. With Lemma 3.1 and equation (3.10), we can rewrite (3.4) as

\begin{equation}
\Phi(\omega) = \sum_{i=1}^n x_i \frac{1}{r} \frac{1}{\alpha_i - \xi} \approx \sum_{i=1}^n x_i \frac{1}{r} P_k^{\alpha_i}(\xi) = L_k(\xi).
\end{equation}

In our implementation, we compute the polynomial $L_k(\xi)$ directly without using any of the $P_k^{\alpha_i}(\xi)$. To see how this is done, we observe that each $P_k^{\alpha_i}(\xi)$ is the polynomial resulting from interpolating $1/(\alpha_i - \xi)$ at the $(k+1)$-st order Chebyshev nodes (see Remark 3.1). Consequently, $L_k(\xi)$ must the polynomial resulting from interpolating $\Phi(\omega)$ at the same nodes. We write $L_k(\xi)$ in terms of Chebyshev polynomials as follows:

\begin{equation}
L_k(\xi) = \sum_{j=0}^k \gamma_j T_j(\xi).
\end{equation}

It follows from the above argument that

$$\Phi(\sqrt{c + r\theta_{k+1}^i}) = L_k(\theta_{k+1}^i) = \sum_{j=0}^k \gamma_j T_j(\theta_{k+1}^i), \quad i = 1, 2, \cdots, k + 1.$$

The above equations can be written in matrix form as

\begin{equation}
F \left( \begin{array}{c} 
\gamma_1 \\
\vdots \\
\gamma_{k+1} 
\end{array} \right) = \left( \begin{array}{c} 
\Phi(\sqrt{c + r\theta_{k+1}^1}) \\
\vdots \\
\Phi(\sqrt{c + r\theta_{k+1}^k}) 
\end{array} \right),
\end{equation}

where the coefficients in the matrix have the form

$$F_{i,j} = T_j(\theta_{k+1}^i) = \cos \left( j \cos^{-1} \left( \cos \left( \frac{2i - 1}{2(k + 1)} \pi \right) \right) \right) = \cos \left( j \frac{2i - 1}{2(k + 1)} \pi \right).$$

Hence $F$ is a discrete cosine transform matrix, and the linear system (3.13) can be solved by using the inverse discrete cosine tranform in $O(k \log k)$ flops. Since it costs
$O(n)$ flops to compute $\Phi(\omega)$ at each Chebyshev node, the total cost for computing the right hand side in (3.13) is $O(nk)$ flops.

Now we estimate the error in approximating $\Phi(\omega)$ using $L_k(\xi)$. Since

$$|d^2 - \omega^2| = |(d^2 - c) - (\omega^2 - c)| \leq |d^2 - c| + |\omega^2 - c|$$

$$\leq |d^2 - c| + r \leq 2|d^2 - c| - r,$$

by Lemma 3.1 we have

$$|\Phi(\omega) - L_k(\xi)| \leq \sum_{i=1}^{n} \frac{|x_i|}{r} \frac{1}{|T_{k+1}(\alpha_i)|} \frac{1}{|\alpha_i| - 1} = \sum_{i=1}^{n} \frac{|x_i|}{|d^2 - c| - r} \frac{1}{|T_{k+1}(\alpha_i)|}$$

$$\leq 2 \sum_{i=1}^{n} \frac{|x_i|}{|d^2 - \omega^2|} \frac{1}{|T_{k+1}(\alpha_i)|}.$$ 

Furthermore, since $|\alpha_i| \geq 3$ for all $i$, it follows that

$$|\Phi(\omega) - L_k(\xi)| \leq \frac{2}{T_{k+1}(3)} \sum_{i=1}^{n} \frac{|x_i|}{|d^2 - \omega^2|}.$$ 

(3.14)

For a given relative precision $\epsilon$, we choose $k$ so that $2/T_{k+1}(3) \approx \epsilon$. Since

$$T_{k+1}(3) \approx \frac{1}{2} \left(3 + \sqrt{3^2 - 1}\right)^{k+1} \approx 5.8^{k+1}/2,$$

this implies that it is sufficient to choose

$$k \approx \log_{5.8} (4/\epsilon) - 1.$$ 

In our numerical experiments, we chose $k = 3$ for 3 digits of accuracy, 7 for single precision and 20 for double precision. See Section ?? for more detailed discussion on the choice of $k$.

Directly computing $\Phi(\omega)$ at $\{\omega_j\}_{j=1}^{n}$ takes about $4n^2$ floating point operations. On the other hand, we can compute $\Phi(\omega)$ at these points using $L_k(\xi)$.

Computing the coefficients in (3.12) takes $(nk)$ flops, and computing $L_k(\xi)$ at $\xi = (\omega_i^2)/r$, $(\omega_i^2 - c)/r$ takes another $O(nk)$ flops. Hence the total cost for approximating $\Phi(\omega)$ at $\{\omega_j\}_{j=1}^{n}$ via $L_k(\xi)$ is $O(nk)$ flops. This is a much smaller cost than $4n^2$ for large enough $n$.

Next assume that we want to evaluate $\Phi(\omega)$ at $\omega = \omega_1, \ldots, \omega_n$ satisfying (see Figure 3.2)

$$|d_i - c| \leq r \quad \text{and} \quad |\omega - c| \geq 3r.$$ 

(3.15)

Under these conditions, $\{\omega_j\}_{j=1}^{n}$ are well-separated from the singularities $\{d_i\}_{i=1}^{n}$ of $\Phi(\omega)$. We take advantage of this well-separatedness by expressing $\Phi(\omega)$ by an expansion centered at $c$. Let $\beta_i = (c - d_i^2)/(3r)$ and $\zeta = 3r/(c - \omega^2)$. It follows that

$$|\beta_i| \leq 1/3 \quad \text{and} \quad \omega = \sqrt{c - 3r/\zeta}.$$ 

For numerical stability reasons, we introduce the following function

$$\hat{\Phi}(\zeta) \overset{\text{def}}{=} \sum_{i=1}^{n} \frac{x_i}{1 - \frac{c - d_i^2}{c - \omega^2}} = \sum_{i=1}^{n} \frac{x_i}{1 - \beta_i \zeta}.$$
The function $\Phi(\omega)$ can be expressed as

$$\Phi(\omega) = \frac{1}{c - \omega^2} \hat{\Phi}(\zeta).$$

Now we apply Lemma 3.2 to $\hat{\Phi}(\zeta)$ to get

$$(3.16) \quad \hat{\Phi}(\zeta) \approx \sum_{i=1}^{n} \frac{x_i}{\beta_i} P_{k}^{1/\beta_i}(\zeta) \overset{\text{def}}{=} M_k(\zeta).$$

As in (3.12), we compute the polynomial $M_k(\zeta)$ directly without using any of the $P_{k}^{1/\beta_i}(\zeta)$. We do this by interpolating $\hat{\Phi}(\zeta)$ at the $(k + 1)$-st order Chebyshev nodes. We write $M_k(\zeta)$ in terms of Chebyshev polynomials as follows:

$$(3.17) \quad M_k(\zeta) = \sum_{j=0}^{k} \delta_j T_j(\zeta).$$

Similar to (3.13), we have

$$F \begin{pmatrix} \delta_1 \\ \vdots \\ \delta_{k+1} \end{pmatrix} = \begin{pmatrix} \hat{\Phi}(\theta_{k+1}^1) \\ \vdots \\ \hat{\Phi}(\theta_{k+1}^{k+1}) \end{pmatrix},$$

$$(3.18) \quad F \begin{pmatrix} \delta_1 \\ \vdots \\ \delta_{k+1} \end{pmatrix} = \begin{pmatrix} \hat{\Phi}(\theta_{k+1}^1) \\ \vdots \\ \hat{\Phi}(\theta_{k+1}^{k+1}) \end{pmatrix},$$

Once again, the linear system (3.18) can be solved by using the inverse discrete cosine transform in $O(k \log k)$ flops. Since it costs $O(n)$ flops to compute $\hat{\Phi}(\zeta)$ at each Chebyshev node, the total cost for computing the right hand side in (3.18) is $O(nk)$ flops.

Now we use Lemma 3.2 to estimate the error in approximating $\hat{\Phi}(\zeta)$ using $M_k(\zeta)$.

$$\left| \hat{\Phi}(\zeta) - M_k(\zeta) \right| \leq \sum_{i=1}^{n} |x_i| \frac{1}{|T_{k+1}(1/\beta_i)|} \frac{1}{(1 - |\beta_i|)} \leq \frac{3}{2} \sum_{i=1}^{n} |x_i|,$$

where we have used equation (3.8) and the fact that $|\beta_i| \leq 1/3$.

It is easy to verify that condition (3.15) implies that

$$|d_i^2 - \omega^2| \leq \frac{4}{3} |c - \omega^2|. $$
With this relationship, we have
\[
\left| \Phi(\omega) - \frac{1}{c - \omega^2} M_k(\zeta) \right| = \frac{\left| \hat{\Phi}(\zeta) - M_k(\zeta) \right|}{|c - \omega^2|} \leq \frac{3}{2T_{k+1}(3)} \sum_{i=1}^{n} |x_i| \leq \frac{2}{T_{k+1}(3)} \sum_{i=1}^{n} \frac{|x_i|}{|d_i^2 - \omega^2|}.
\]
(3.19)

**Remark 3.3.** We have avoided a multipole expansion directly on \( \Phi(\omega) \). It turns out that such an expansion would not satisfy an error bound of the form (3.19), which will be essential in guaranteeing numerical stability in computing the expansions.

Now we consider the problem of evaluating \( \Phi(\omega) \) for distributions of \( \{d_i\}_{i=1}^{n} \) and \( \{\omega_j\}_{j=1}^{n} \) satisfying (??) and (3.5).

To illustrate how the expansions can be used to speed up the computation, we divide the interval \((0, 1)\) into four disjoint subintervals of the same size (see Figure 3.3). Rewrite \( \Phi(\omega) \) as:
\[
\Phi(\omega) = \sum_{i=1}^{n} \frac{x_i}{d_i^2 - \omega^2} = \sum_{d_i \in I_1} \frac{x_i}{d_i^2 - \omega^2} + \sum_{d_i \in I_2} \frac{x_i}{d_i^2 - \omega^2} + \sum_{d_i \in I_3} \frac{x_i}{d_i^2 - \omega^2} + \sum_{d_i \in I_4} \frac{x_i}{d_i^2 - \omega^2} = \Phi_{I_1}(\omega) + \Phi_{I_2}(\omega) + \Phi_{I_3}(\omega) + \Phi_{I_4}(\omega).
\]

We can use a local expansion to compute \( \Phi_{I_l}(\omega) \) for \( \omega \in I_k \) as long as \( I_l \) is separated from \( I_k \). This is more efficient than the direct computation if the numbers of singularities in \( I_l \) and \( I_k \) are larger than \( p \). For example, when \( \{d_i\}_{i=1}^{n} \) and \( \{\omega_j\}_{j=1}^{n} \) are evenly distributed on the interval \((0, 1)\), each \( I_k \) contains roughly \( n/4 \) singularities. According to Section 3.2, using local expansions this way is more efficient than the direct computation when \( n > 4p \).

On the other hand, to compute \( \Phi_{I_k}(\omega) \) for \( \omega \in I_l \) when \( I_k \) is adjacent or equal to \( I_l \), we can continue to halve \( I_l \) and \( I_k \) into disjoint subintervals of the same size and apply the above techniques until the number of singularities in these intervals is small (see Figure 3.4).

This process generates a hierarchy of intervals of various sizes. We will compute a local expansion and a multipole expansion for each of these intervals. While the basic ideas in Section 3.2 indicate that such expansions could lead to an efficient way of evaluating \( \Phi(\omega) \), the basic ideas alone are not enough for fast evaluation of \( \Phi(\omega) \). In the following we provide a systematic scheme to find all the expansions quickly.
3.3. The Computation Tree. Consider the interval depicted in Figure 3.3. \( n \) singularities are arbitrarily distributed in \((0, 1)\). In order to evaluate \( \Phi(\omega) \) through local expansions, we introduce a hierarchy of meshes which refine the interval \((0, 1)\) into smaller and smaller intervals. A tree structure, the computation tree, is imposed on this mesh hierarchy.

Mesh level 2 corresponds to the four subintervals in Figure 3.3. Given a fixed parameter \( s \) to be specified in Section 3.5, for each interval \( I \) in mesh level \( l \) with \( l \geq 2 \), if the number of singularities in \( I \) is at least \( s + 1 \), we divide \( I \) into two disjoint subintervals of the same size. These two subintervals are placed in mesh level \( l + 1 \). But empty subintervals are not placed in mesh level \( l + 1 \) and are ignored by the subsequent process. The interval \( I \) is a parent interval and is the parent of the subintervals. The subintervals in mesh level \( l + 1 \) are the children of \( I \). An interval is a childless interval if the number of singularities in it is at most \( s \). Figure 3.4 is a computation tree with \( n = 12 \) and \( s = 1 \).

Let \( I \) and \( \bar{I} \) be intervals on mesh levels \( l \) and \( k \), respectively. If \( k < l \), then \( \bar{I} \) is a coarser interval. If \( k = l \), then \( \bar{I} \) and \( I \) are on the same mesh level.

Let \( I \) and \( \bar{I} \) be adjacent intervals on mesh levels \( l \) and \( k \), respectively, with \( k \leq l \). Then \( \bar{I} \) is a neighbor of interval \( I \) if \( \bar{I} \) is childless or \( k = l \). In Figure 3.4, interval \( I_8 \) has one neighbor \( I_7 \), and interval \( I_5 \) has two neighbors \( I_2 \) and \( I_6 \). However, \( I_5 \) is not a neighbor of \( I_2 \). This notion of neighborship is not commutative in general.

Let \( \bar{I} \) be a neighbor of interval \( I \)'s parent. If \( \bar{I} \) is not adjacent to \( I \) and is childless, then \( \bar{I} \) is a colleague of \( I \). If \( \bar{I} \) is not childless, then its children that are not adjacent to \( I \) are colleagues of \( I \). In Figure 3.4, interval \( I_{10} \) has two colleagues \( I_8 \) and \( I_9 \). The colleague-ship is not commutative in general.

**Lemma 3.3.** Let \( I \) be an interval on the computation tree.

- If \( I \) and its colleagues are on the same mesh level, then \( I \) can have at most 3 colleagues;
- \( I \) can have at most one coarser colleague, and when it does,
  - the colleague must be childless;
  - \( I \) can have at most two colleagues;

Let \( c \) and \( r \) be the center and the length of \( I \), respectively. And let \( \bar{I} \) be a colleague of \( I \). Then relation (3.10) holds for \( \omega \in I \) and all \( d_i \in \bar{I} \). Thus for \( \omega \in I \), we can replace \( \sum_{d_i \in I} x_i/(d_i^2 - \omega^2) \) by a local expansion centered at \( c \). Similarly, relation (3.15) holds for \( \omega \in \bar{I} \) and all \( d_i \in I \). Thus for \( \omega \in \bar{I} \), we can replace \( \sum_{d_i \in \bar{I}} x_i/(d_i^2 - \omega^2) \) by a multipole expansion centered at \( c \).

For each interval \( I \), we denote by \( \mathcal{N}(I) \) the union of \( I \) and its neighbors. We
denote by $\mathcal{R}(I)$ the union of the colleagues of $I$. The relationship in Lemma 3.4 is easy to establish.

**Lemma 3.4.** Let $\tilde{I}$ be the parent of $I$, then

$$\mathcal{R}(\tilde{I}) = \mathcal{R}(I) + \mathcal{R}(I).$$

We denote by $N_{\text{lev}}$ the number of mesh levels in the mesh hierarchy. Since the singularities are at least $\tau/2$ apart (see (??)), $N_{\text{lev}}$ can be at most $|\log_2 \tau/2| = O(\log_2 \epsilon)$. We denote by $N_{\text{ch}}, N_{\text{par}}$ and $N_{\text{tree}}$ the number of child intervals, parent intervals and intervals in the computation tree. Then

**Lemma 3.5.**

$$N_{\text{ch}} \leq \frac{2n}{s} N_{\text{lev}}, \quad N_{\text{par}} \leq \frac{n}{s} N_{\text{lev}} \quad \text{and} \quad N_{\text{tree}} \leq \frac{3n}{s} N_{\text{lev}}.$$

**Proof.** By construction, every parent interval can have at most two child intervals. Thus, the number of childless intervals is at most twice the number of parent intervals. On the other hand, there can be at most $\lceil n/s \rceil$ parent intervals on each mesh level. Hence the results hold. \(\Box\)

### 3.4. Computing the Coefficients of Local and Multipole Expansions.

Consider an interval $I$ on the computation tree with center $c$ and length $2r$. We let $\mathcal{M}_I(\zeta)$ be a multipole expansion of the form (3.17) with $\zeta = 3r/(c - \omega^2)$ such that $1/(c - \omega^2) \mathcal{M}_I(\zeta)$ approximates $\sum_{d_i \in I} x_i / (d_i^2 - \omega^2)$. A multipole expansion will be computed for every parent interval. Since singularities that are not in $\mathcal{R}(I)$ are well-separated from points in $I$, we also let $L_I(\xi)$ be a local expansion of the form (3.12) with $\xi = (\omega^2 - c) / r$ such that $L_I(\xi)$ approximates $\sum_{d_i \notin \mathcal{R}(I)} x_i / (d_i^2 - \omega^2)$.

Consider a split of the sum in $\Phi(\omega)$ as follows:

$$\Phi(\omega) = \sum_{i=1}^n \frac{x_i}{d_i^2 - \omega^2} = \sum_{d_i \notin \mathcal{R}(I)} \frac{x_i}{d_i^2 - \omega^2} + \sum_{d_i \in \mathcal{R}(I)} \frac{x_i}{d_i^2 - \omega^2}. \quad (3.20)$$

We can compute $\Phi(\omega)$ for $\omega \in I$ by evaluating both $L_I(\xi)$ and $\sum_{d_i \notin \mathcal{R}(I)} x_i / (d_i^2 - \omega^2)$. In the following we show how to systematically compute the coefficients of $L_I(\xi)$ under the assumption that the multipole expansions have been given. We will consider the problems of computing the multipole expansions and evaluating $\sum_{d_i \notin \mathcal{R}(I)} x_i / (d_i^2 - \omega^2)$ at the end of this section.

Let $\tilde{I}$ be the parent of $I$ with center $\tilde{c}$ and length $2\tilde{r}$. Instead of computing the coefficients in $L_I(\xi)$ for $I$ directly, we exploit the following relationship. Lemma 3.4 implies that

$$\sum_{d_i \notin \mathcal{R}(I)} \frac{x_i}{d_i^2 - \omega^2} = \sum_{d_i \notin \mathcal{R}(I)} \frac{x_i}{d_i^2 - \omega^2} + \sum_{d_i \in \mathcal{R}(I)} \frac{x_i}{d_i^2 - \omega^2}. \quad (3.21)$$

We approximate each of the sums on the right hand side in (3.21) separately, and add the results together to get $L_I(\xi)$. \(\Box\)
The first sum is precisely the one that is approximated by the local expansion for the interval \( \hat{I} \). To establish notation, we let

\[
\hat{L}_I(\hat{\xi}) = \sum_{j=0}^{k} \hat{\gamma}_j T_j(\hat{\xi}), \quad \text{where} \quad \hat{\xi} = (\omega^2 - \hat{c}) / \hat{r}
\]

(3.22) denote this expansion. Comparing with (3.12), we need to write \( \hat{L}_I(\hat{\xi}) \) in terms of variable \( \xi \) (shifting the center of \( L_I(\xi) \) to \( c \)).

Since \( \mathbb{R}(I) \) is the union of at most 3 colleagues of \( I \), the second sum in (3.21) can be split into at most 3 sums of the form \( \sum_{d_i \in \hat{I}} x_i / (d_i^2 - \omega^2) \), where \( \hat{I} \) is a colleague of \( I \). The interval \( I \) in Figure 3.5 has only 2 colleagues. If \( \hat{I} \) has a multipole expansion \( \mathcal{M}_I(\hat{\xi}) \), then we compute a local expansion for \( \sum_{d_i \in \hat{I}} x_i / (d_i^2 - \omega^2) \) with it. Otherwise, we approximate \( \sum_{d_i \in \hat{I}} x_i / (d_i^2 - \omega^2) \) by a local expansion of the form (3.12). To find \( L_I(\xi) \), we sum up all these local expansions. Algorithm 3.1 below summarizes this process.

**Algorithm 3.1. Computing Local(I, c, r)**

```
if I does not have a parent then
    \( L_I(\xi) := 0 \);
else
    \( \hat{I} := \text{parent of } I \);
    Shift center of \( L_I(\xi) \) to that of \( \hat{I} \) to get \( L_I(\xi) \).
endif
for each colleague \( \hat{I} \) of \( I \) with center \( \hat{c} \) and length \( 2\hat{r} \) do
    if \( \mathcal{M}_I(\hat{\xi}) \) exists then
        convert \( 1 / (\hat{c} - \omega^2) \) \( \mathcal{M}_I(\hat{\xi}) \) into a local expansion centered at \( c \);
    else
        compute a local expansion centered at \( c \) for \( \sum_{d_i \in \hat{I}} x_i / (d_i^2 - \omega^2) \);
    endif
    add this expansion to \( L_I(\xi) \);
endfor
```

To complete Algorithm (3.1), we now convert the expansion \( \hat{L}_I(\hat{\xi}) \) in (3.22) into the form of (??). Note that we can write

\[
\hat{\xi} = \mu + \nu \xi \quad \text{where} \quad \mu = (c - \hat{c}) / \hat{r} \quad \text{and} \quad \nu = r / \hat{r}.
\]

(3.23)
Hence the equation (3.22) can be rewritten as

\[
\bar{\mathcal{L}}(\xi) = \sum_{j=0}^{k} \bar{\gamma}_{j} T_{j}(\mu + \nu \xi).
\]

Lemma 3.6 below rewrites \(T_{j}(\mu + \nu \xi)\) in standard form.

**Lemma 3.6.** The polynomials \(\{T_{j}(\mu + \nu \xi)\}_{j=0}^{k}\) can be rewritten in standard form as

\[
\begin{pmatrix}
T_{0}(\mu + \nu \xi) \\
T_{1}(\mu + \nu \xi) \\
\vdots \\
T_{k}(\mu + \nu \xi)
\end{pmatrix} = \mathcal{H}^{(\mu, \nu)}
\begin{pmatrix}
T_{0}(\xi) \\
T_{1}(\xi) \\
\vdots \\
T_{k}(\xi)
\end{pmatrix},
\]

where \(\mathcal{H}^{(\mu, \nu)}\) is a \((k+1) \times (k+1)\) lower triangular matrix

\[
\mathcal{H}^{(\mu, \nu)} =
\begin{pmatrix}
h_{0,0}^{(\mu, \nu)} & h_{0,1}^{(\mu, \nu)} & \cdots & h_{0,k}^{(\mu, \nu)} \\
h_{1,0}^{(\mu, \nu)} & h_{1,1}^{(\mu, \nu)} & \cdots & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
h_{k,0}^{(\mu, \nu)} & h_{k,1}^{(\mu, \nu)} & \cdots & h_{k,k}^{(\mu, \nu)}
\end{pmatrix},
\]

with entries recursively defined as

\[
h_{0,0}^{(\mu, \nu)} = 1, \quad h_{1,0}^{(\mu, \nu)} = \mu, \quad h_{1,1}^{(\mu, \nu)} = \nu,
\]

and for \(j = 1, 2, \ldots, k - 1,\)

\[
h_{j+1,0}^{(\mu, \nu)} = 2\mu h_{j,0}^{(\mu, \nu)} + \nu h_{j,1}^{(\mu, \nu)} - h_{j-1,0}^{(\mu, \nu)},
\]

\[
h_{j+1,1}^{(\mu, \nu)} = 2\mu h_{j,1}^{(\mu, \nu)} + 2\nu h_{j,0}^{(\mu, \nu)} + \nu h_{j,2}^{(\mu, \nu)} - h_{j-1,1}^{(\mu, \nu)},
\]

\[
h_{j+1,l}^{(\mu, \nu)} = 2\mu h_{j,l}^{(\mu, \nu)} + \nu \left(h_{j,l-1}^{(\mu, \nu)} + h_{j,l+1}^{(\mu, \nu)}\right) - h_{j-1,l}^{(\mu, \nu)}, \quad \text{for} \quad l = 2, \ldots, j - 1,
\]

\[
h_{j+1,j}^{(\mu, \nu)} = 2\mu h_{j,j}^{(\mu, \nu)} + \nu h_{j,j+1}^{(\mu, \nu)}, \quad h_{j+1,j+1}^{(\mu, \nu)} = \nu h_{j,j}^{(\mu, \nu)}.
\]

**Proof.** We use mathematical induction. The formulas are obviously true for \(j = 0, 1.\) Now assume they hold for any \(1 \leq j < k.\) Then according to (3.6),

\[
T_{j+1}(\mu + \nu \xi) = 2(\mu + \nu \xi)T_{j}(\mu + \nu \xi) - T_{j-1}(\mu + \nu \xi)
\]

\[
= 2(\mu + \nu \xi) \sum_{l=0}^{j} h_{j,l}^{(\mu, \nu)} T_{l}(\xi) - \sum_{l=0}^{j-1} h_{j-1,l}^{(\mu, \nu)} T_{l}(\xi).
\]

In the above right hand side, we replace \(2\xi T_{l}(\xi)\) by \(T_{l+1}(\xi) + T_{l-1}(\xi)\) for \(l \geq 1\) and replace \(2\xi T_{0}(\xi)\) by \(2T_{1}(\xi).\) The recursion for \(\{h_{j+1,l}\}_{l=0}^{j+1}\) follows from simplifying the resulting expression. \(\Box\)

With this lemma, equation (3.24) becomes

\[
\bar{\mathcal{L}}(\xi) = \begin{pmatrix}
\bar{\gamma}_{0} & \bar{\gamma}_{1} & \cdots & \bar{\gamma}_{k}
\end{pmatrix}
\begin{pmatrix}
T_{0}(\mu + \nu \xi) \\
T_{1}(\mu + \nu \xi) \\
\vdots \\
T_{k}(\mu + \nu \xi)
\end{pmatrix} = \begin{pmatrix}
\bar{\gamma}_{0} & \bar{\gamma}_{1} & \cdots & \bar{\gamma}_{k}
\end{pmatrix} \mathcal{H}^{(\mu, \nu)}
\begin{pmatrix}
T_{0}(\xi) \\
T_{1}(\xi) \\
\vdots \\
T_{k}(\xi)
\end{pmatrix}.
\]
Comparing with (3.12), we see that \( \mathcal{L}_I(\xi) \) can be written as

\[
\mathcal{L}_I(\xi) = \sum_{j=0}^{k} \gamma_j T_j(\xi), \quad \text{where} \quad (\gamma_0 \, \gamma_1 \, \cdots \, \gamma_k) = (\tilde{\gamma}_0 \, \tilde{\gamma}_1 \, \cdots \, \tilde{\gamma}_k) \, \mathcal{H}^{(\mu, \nu)}.
\]

(3.25)

The shifting formula in (3.25) is exact. Thus the approximation error in \( \mathcal{L}_I(\xi) \) remains unchanged when we shift its center.

In Algorithm 3.1 we also need to convert multipole expansions of colleagues into local expansions. Let \( \bar{I} \) be a colleague of \( I \) with center \( \bar{c} \) and length \( 2\bar{r} \). When the multipole expansion

\[
\mathcal{M}_I(\zeta) = \sum_{j=0}^{k} \tilde{\delta}_j T_j(\zeta), \quad \zeta = 3\bar{r} / (\bar{c} - \omega^2)
\]

exists, the sum \( \sum_{d_i \in \bar{I}} x_i / (d_i^2 - \omega^2) \) is approximated by \( 1 / (\bar{c} - \omega^2) \, \mathcal{M}_I(\zeta) \).

To approximate this sum using a local expansion of the form

\[
\mathcal{L}_I(\xi) = \sum_{j=0}^{k} \gamma_j T_j(\xi), \quad \xi = (\omega^2 - c) / r,
\]

we should interpolate the sum at the \((k+1)\)-st order Chebyshev nodes, as suggested in Section 3.2. However, since a multipole expansion is already available, we will interpolate \( 1 / (\bar{c} - \omega^2) \, \mathcal{M}_I(\zeta) \) at the same nodes instead. This allows us to avoid evaluating the sum directly, leading to a large reduction in flops when the number of singularities in \( \bar{I} \) is large. It is easy to verify that

\[
\omega^2 = c + r\xi, \quad \text{and} \quad \zeta = 3\bar{r} / (\bar{c} - \omega^2) = \tilde{\nu} / (\tilde{\mu} - \xi),
\]

where \( \tilde{\nu} = 3\bar{r} / r \) and \( \tilde{\mu} = (\bar{c} - c) / r \). Interpolating \( 1 / (\bar{c} - \omega^2) \, \mathcal{M}_I(\zeta) \) on the Chebyshev nodes gives

\[
\mathcal{L}_I(r_{k+1}^i) = 1 / (\bar{c} - c - rr_i^k) \, \mathcal{M}_I(\tilde{\nu} / (\tilde{\mu} - r_{k+1}^i)), \quad i = 1, 2, \cdots, k + 1.
\]

In terms of the coefficients of \( \mathcal{L}_I(\xi) \) and \( \mathcal{M}_I(\zeta) \), these equations take the matrix form

\[
\mathcal{F} \begin{pmatrix} \gamma_1 \\ \vdots \\ \gamma_{k+1} \end{pmatrix} = \mathcal{G} \begin{pmatrix} \tilde{\delta}_0 \\ \tilde{\delta}_1 \\ \vdots \\ \tilde{\delta}_k \end{pmatrix}, \quad \text{where} \quad G_{i,j} = T_j \left( \tilde{\nu} / (\tilde{\mu} - r_{k+1}^i) \right),
\]

or

(3.26)

\[
\begin{pmatrix} \gamma_1 \\ \vdots \\ \gamma_{k+1} \end{pmatrix} = \tilde{\mathcal{G}} \begin{pmatrix} \tilde{\delta}_0 \\ \tilde{\delta}_1 \\ \vdots \\ \tilde{\delta}_k \end{pmatrix}, \quad \text{where} \quad \tilde{\mathcal{G}} = \mathcal{F}^{-1} \, \mathcal{G}.
\]

Now we consider the problem of finding the multipole expansions. Note that for any parent interval \( \bar{I} \), we have

\[
\sum_{d_i \in \bar{I}} x_i / d_i^2 - \omega^2 = \sum_{I \text{ is a child of } \bar{I}} \sum_{d_i \in I} x_i / d_i^2 - \omega^2,
\]

\[19\]
where \( \tilde{I} \) can have either one or two children. We replace each sum \( \sum_{d_i \in I} x_i/(d_i^2 - \omega^2) \) by \( M_I(\omega) \). To compute \( M_I(\omega) \), we convert the center of \( M_I(\omega) \) to the center of \( \tilde{I} \) for each \( I \) and sum up the converted multipole expansions (see Lemma 3.7). Procedure \textbf{Multipole}(\( \tilde{I} \)) summarizes this process.

**Procedure Multipole(\( \tilde{I} \))**

1. If \( \tilde{I} \) is childless, find \( M_I(\omega) \) directly by (??);
2. Otherwise, set \( M_I(\omega) := 0 \);
   - For each child \( I \) of \( \tilde{I} \):
     - convert \( M_I(\omega) \) into a multipole expansion centered at the center of \( \tilde{I} \);
     - add the multipole expansion to \( M_I(\omega) \).

Lemma 3.7 provides a formula for converting the multipole expansions.

**Lemma 3.7.** Let \( \tilde{c} \) and \( \bar{c} \) be the centers of intervals \( I \) and \( \tilde{I} \), respectively, with \( \tilde{I} \) being the parent of \( I \) (see Figure 3.5). Let

\[
\sum_{d_i \in I} \frac{x_i}{d_i^2 - \omega^2} = \sum_{j=0}^{\infty} \frac{b_j}{(\tilde{c}^2 - \omega^2)^{j+1}} = \sum_{j=0}^{\infty} \frac{\bar{b}_j}{(\bar{c}^2 - \omega^2)^{j+1}},
\]

where

\[
b_j = \sum_{d_i \in I} x_i (d_i^2 - \tilde{c}^2)^j \quad \text{and} \quad \bar{b}_j = \sum_{d_i \in I} x_i (d_i^2 - \bar{c}^2)^j.
\]

Then

\[
\bar{b}_j = \sum_{k=0}^{j} \binom{j}{k} \left( \frac{\tilde{c}^2 - \bar{c}^2}{\tilde{c}^2 - \omega^2} \right)^{j-k}.
\]

The coefficients \( \{b_j\} \) and \( \{\bar{b}_j\} \) are those given in (??) for \( \sum_{d_i \in I} x_i/(d_i^2 - \omega^2) \) and \( \sum_{d_i \in I} x_i/(d_i^2 - \omega^2) \), respectively. The formula for computing \( \{\bar{b}_j\} \) from \( \{b_j\} \) is exact. Thus, when Procedure \textbf{Multipole}(\( \tilde{I} \)) is used to find \( M_I(\omega) \), the truncation error is bounded by \( (11/21)^p \sum_{d_i \in I} |x_i|/|d_i^2 - \omega^2| \).

To compute the multipole expansions for all intervals on the computation tree, we run the procedure \textbf{Multipole}(\( \tilde{I} \)) bottom-up on the computation tree. The truncation error of \( M_I(\omega) \) is (see Lemmas 3.3 and 3.7 and relation (??))

\[
(3.27) \quad \left| \sum_{d_i \in I} \frac{x_i}{d_i^2 - \omega^2} - M_I(\omega) \right| \leq \left( \frac{11}{21} \right)^p \sum_{d_i \in I} \frac{|x_i|}{|d_i^2 - \omega^2|}
\]

for \( \omega \) in a colleague of \( \tilde{I} \).

To compute the local expansions for all intervals on the computation tree, we further run the procedure \textbf{Local}(\( I \)) top-down on the computation tree. Let \( I \) be a colleague of \( \tilde{I} \). For \( \omega \in I \), the truncation error in converting \( \sum_{d_i \in I} x_i/(d_i^2 - \omega^2) \) into a local expansion is bounded by \( (11/21)^p \sum_{d_i \in \tilde{I}} |x_i|/|d_i^2 - \omega^2| \) (see Lemmas 3.3 and ?? and relation (??)). Together with Lemma ??, we have

\[
(3.28) \quad \left| \sum_{d_i \notin \tilde{R}(I)} \frac{x_i}{d_i^2 - \omega^2} - L_I(\omega) \right| \leq \left( \frac{11}{21} \right)^p \sum_{d_i \notin \tilde{R}(I)} \frac{|x_i|}{|d_i^2 - \omega^2|}
\]
for $\omega \in I$.

Finally, we consider the problem of computing the second sum $\sum_{d_i \in \mathcal{R}(I)} \frac{x_i}{(d_i^2 - \omega^2)}$ in (3.20) for $\omega \in I$. Since $I$ can have at most two neighbors, the sum can be further split into at most 3 sums, one is of the form $\sum_{d_i \in I} \frac{x_i}{(d_i^2 - \omega^2)}$ and the other two are of the form $\sum_{d_i \in I} \frac{x_i}{(d_i^2 - \omega^2)}$, where $I$ is a neighbor of $I$. We compute $\sum_{d_i \in I} \frac{x_i}{(d_i^2 - \omega^2)}$ directly. We compute $\sum_{d_i \in I} \frac{x_i}{(d_i^2 - \omega^2)}$ via the following procedure:

**Procedure** $\text{Sum}(I, \bar{I}, \omega)$

1. If $\bar{I}$ is childless, compute $\sum_{d_i \in I} \frac{x_i}{(d_i^2 - \omega^2)}$ directly and return;
2. otherwise set $\text{Sum} := 0$;
   a. if $\bar{I}$ is adjacent to $I$, then compute $\text{Sum} := \text{Sum} + \text{Sum}(I, \bar{I}, \omega)$;
   b. if $\bar{I}$ is not adjacent to $I$, then compute $\text{Sum} := \text{Sum} + \mathcal{M}_I(\omega)$;
3. return $\text{Sum}$.

For each $I$, at most one child can be adjacent to $I$. If $\bar{I}$ is a child of $\bar{I}$ not adjacent to $I$, then $I$ is a coarser colleague of $\bar{I}$. Similar to (3.27), the truncation error of $\text{Sum}(I, \bar{I}, \omega)$ is

\[
(3.29) \quad \left| \sum_{d_i \in I} \frac{x_i}{d_i^2 - \omega^2} - \text{Sum}(I, \bar{I}, \omega) \right| \leq \left( \frac{11}{21} \right)^p \sum_{d_i \in I} \frac{|x_i|}{d_i^2 - \omega^2}.
\]

Define

$$\mathcal{E}(I) = \{ \bar{I} : \bar{I} \text{ is a colleague of } I \}.$$

We denote $|\mathcal{E}(I)|$ by the number of intervals in $\mathcal{E}(I)$.

**Lemma 3.8.**

\[
\sum_{I \text{ is childless}} |\mathcal{E}(I)| \leq N_{\text{tree}}.
\]

**Proof.** We prove Lemma 3.8 by showing that it holds for all the trees generated through the process of constructing the computation tree.

Note that Lemma 3.8 holds for the simplest tree in Figure 3.3. We assume that Lemma 3.8 holds for a tree $T$ (see the tree in Figure 3.6 without the thick vertical bar in the middle). We also assume that on tree $T$ intervals up to mesh level $k$ have been generated and we are in the process of generating intervals on mesh level $k + 1$. Let $I$ be a childless interval of $T$ on mesh level $k$. We divide $I$ into two disjoint subintervals $I_1$ and $I_2$ to get tree $T'$ (see Figure 3.6). We prove Lemma 3.8 by showing that it holds for $T'$.

For simplicity, we further assume that both $I_1$ and $I_2$ are non-empty so that they are all on mesh level $k + 1$. The case where one of $I_1$ and $I_2$ is empty is similar. By dividing $I$ into two disjoint subintervals, we lose one childless interval ($I$ becomes a parent interval). In the mean time, we gain two childless intervals. Since there does not exist an interval that is in both $\mathcal{E}(I_1)$ and $\mathcal{E}(I_2)$, and since any interval in $\mathcal{E}(I_1)$ or $\mathcal{E}(I_2)$ must be in $\mathcal{E}(I)$, we have

\[
|\mathcal{E}(I_1)| + |\mathcal{E}(I_2)| \leq |\mathcal{E}(I)|.
\]
On the other hand, for any other childless interval $\bar{I}$ in $T$, the value $3(\bar{I})$ can change from $T$ to $T'$ only if $\bar{I}$ is not on level $k+1$ and $I$ is a neighbor of $\bar{I}$. There can be at most two such childless intervals in $T$. Assume that $\bar{I}$ is such an interval. The situation is illustrated in Figure 3.6 with $\bar{I} = \bar{I}_1$. $3(\bar{I})$ gets a new childless interval $I_2$. Thus $|3(I)|$ is increased by 1 and the sum

$$\sum_{I \text{ is childless}} |3(I)|$$

increases by at most 2. Since $N_{\text{tree}}$ is increased by 2, Lemma 3.8 holds for $T'$. $\square$

3.5. The Algorithm. The following algorithm computes $\Phi(\omega)$ of (3.4) for $\{d_i\}_{i=1}^n$ and $\{\omega_j\}_{j=1}^n$ satisfying (??) and (3.5).

Algorithm Modified FMM

1. Establish a computation tree on $(0, 1)$ (see Section 3.3);
2. Do $j = N_{\text{lev}}, 2, -1$
   For each interval $\bar{I}$ on the $j$-th mesh level, compute $\text{Multipole}(\bar{I})$;
3. Do $j = 2, N_{\text{lev}}, 1$
   For each interval $I$ on the $j$-th mesh level, compute $\text{Local}(I)$;
4. For each childless interval $I$ and each $\omega_j \in I$:
   $\alpha$. $\Phi(\omega_j) = L_I(\omega_j) + \sum_{di \in I} x_i/(d_i^2 - \omega_j^2)$;
   $\beta$. For each neighbor $\bar{I}$ of $I$:
   $\Phi(\omega_j) := \Phi(\omega_j) + \text{Sum}(I, \bar{I}, \omega_j)$.

For any $\omega$, the truncation error of the modified FMM is the summation of the truncation errors in $L_I(\omega)$ and $\text{Sum}(I, \bar{I}, \omega)$. Relations (3.28) and (3.29) imply that the truncation error of the modified FMM is

$$O\left(\epsilon \sum_{i=1}^n |x_i|/|d_i^2 - \omega^2| \right).$$

In Section 3.6, we discuss numerical issues related to finding and evaluating the local and multipole expansions.

Step 1 of the modified FMM takes $O(nN_{\text{lev}})$ floating point operations.

In step 2 of the modified FMM, computing the multipole expansion of a childless interval takes about $2ps$ floating point operations; and computing the multipole expansion of a parent interval takes about $2p^2$ floating point operations. Thus the
total cost of step 2 is about
\[ 2ps \cdot N_{\text{chl}} + 2p^2 \cdot N_{\text{par}} \leq 2pn \left( 2 + \frac{p}{s} \right) N_{\text{lev}} \]
floating point operations (see Lemma 3.5).

In step 3, shifting the center of a local expansion or converting a multipole expansion to a local expansion takes about $p^2$ floating point operations; and computing the local expansion of a childless colleague takes about $2ps$ floating point operations. By Lemma 3.3, an interval can have three colleagues only if they are on the same mesh level; and an interval can have at most one coarser colleague. Thus the total cost of step 3 is about
\[ (p^2 + \max(p^2 + 2ps, 3p^2)) N_{\text{tree}} \leq 6pn(p + \max(p, s))/sN_{\text{lev}} \]
floating point operations (see Lemma 3.5).

In step 4, each childless interval $I$ may interact with at most 3 childless intervals, $|\mathcal{S}(I)|$ multipole expansions and one local expansion. Interacting with a childless interval and an expansion take about $4s^2$ and $2ps$ floating point operations, respectively. Thus the total cost of step 4 is
\[ (12s^2 + 2ps) \cdot N_{\text{chl}} + 2ps \cdot \sum_{I \text{ is childless}} |\mathcal{S}(I)| \leq 2n (12s^2 + 5p) N_{\text{lev}} \]
floating point operations (see Lemmas 3.5 and 3.8).

Summarizing, the total cost of the algorithm is about
\[ \left( 14p + 24s + \frac{8p^2 + 6p \max(p, s)}{s} \right) nN_{\text{lev}} \]
floating point operations. To minimize the total cost, we take $s = p/\sqrt{2}$. The total cost under this choice of $s$ is about $48pnN_{\text{lev}}$ floating point operations. Since $p = O(|\log_2 \epsilon|)$ and $N_{\text{lev}} = O(1)$, this total cost is of the order $O(n \log_2 \epsilon)$.

**Remark 1:** The modified FMM is designed primarily for large $n$. As mentioned at the end of Section 3.2, the basic ideas there results in faster methods than the direct method when $n > 4p$.

**Remark 2:** The algorithm is for a distribution of $\{d_i\}_{i=1}^n$ satisfying (3.3). This implies that $n \leq 1/\epsilon$ and thus $\log_2 n \leq |\log_2 \epsilon|$. In practice $|\log_2 \epsilon|/\log_2 n$ is a moderate constant. Thus the total cost is like $O(n \log_2 n)$ floating point operations.

**Remark 3:** If the singularities $\{d_i\}_{i=1}^n$ are evenly distributed, then the tree height $N_{\text{lev}}$ is more like $\log_2 n$; the numbers of parent and childless intervals are more like $n/s$; each interval is likely to have three colleague, and the sum of $|\mathcal{S}(I)|$ becomes negligible. The total cost is more like
\[ \left( 6p + 12s + \frac{6p^2}{s} \right) n \cdot \log_2 n \]
floating point operations. When we take $s = p/\sqrt{2}$, the total cost is about $23pn \log_2 n$ floating point operations.

**Remark 4:** We can replace the local and multipole expansions (3.3) and (3.4) by faster convergent expansions, e.g., Chebyshev expansions. This leads to much smaller values of $p$ and thus much faster versions of FMM.
Remark 5: Since we use the modified FMM for $n$ different functions of the form $\Phi(\omega)$ of (3.4) at the same distributions of $\{d_i\}_{i=1}^n$ and $\{\tilde{\omega}_j\}_{j=1}^n$ (see the beginning of Section 3), we can pre-compute step 1 and all the quantities that are unrelated to $\{x_i\}_{i=1}^n$ for all $\Phi(\omega)$.

Remark 6: The modified FMM can be used to evaluate the function $G(\mu)$ in Section 2.2 at $O(n)$ points in $O(n \log^2 \epsilon)$ floating point operations. It can also be generalized to evaluate the function

$$\sum_{i=1}^n \frac{|z_i|}{|d_i^2 - \omega^2|}$$

at $O(n)$ points in $O(n \log^2 \epsilon)$ floating point operations. This generalized version can in turn be used to check the stopping criterion (2.8) at $O(n)$ points in $O(n \log^2 \epsilon)$ floating point operations. Thus we can compute all the singular values of $M$ in (2.1) in $O(n \log^2 \epsilon)$ floating point operations (see Section 2.2).


In this section we discuss some numerical issues related to finding and evaluating the local and multipole expansions.

According to our arithmetic model (see Section 1), we can compute the left boundary, the right boundary, length, and center of each interval on the computation tree exactly. We show this by induction. Assume that we are given the left boundary $\xi$, the right boundary $\tilde{\nu}$, the length $\tilde{r}$, and the center $\check{c}$ of a parent interval $\tilde{I}$ exactly. This assumption is true when $\tilde{I}$ is an interval on mesh level 2. Then $\tilde{r} = 2^{-l}$ where $l < \log_2 \epsilon$ is the mesh level of $\tilde{I}$. We compute the corresponding quantities of the children of $\tilde{I}$ exactly. In fact $r = \tilde{r}/2$ is the length of the children of $\tilde{I}$. For the left child, the left and right boundaries are $\xi$ and $\check{c}$, respectively, and the center is $\check{c} + r$. For the right child, the left and right boundaries are $\check{c}$ and $\tilde{\nu}$, respectively, and the center is $\check{c} + r$. The quantities $\tilde{r}/2$, $\xi + r$ and $\check{c} + r$ are computed exactly.

In procedures Local($I$, $\omega$) and Multipole($I$, $\omega$) for finding $L_I(\omega)$ and $M_I(\omega)$, we need to compute quantities of the form $\omega^2 - d_i^2$ and $\omega^2 - c^2$ and their powers, where $c$ and $\check{c}$ are the centers of intervals, and $d_i$ is a singularity of $\Phi(\omega)$ of (3.4). To reduce the effects of rounding errors, we compute $\omega^2 - d_i^2$ and $\omega^2 - c^2$ to high relative accuracy as $(c - d_i)(c + d_i)$ and $(\check{c} - c)(\check{c} + c)$, respectively. Similarly we compute their powers to high relative accuracy.

In procedure Sum($I$, $\tilde{I}$, $\omega$) and in evaluating the local and multipole expansions at the points $\{\omega_j\}_{j=1}^n$ (see (3.5)), we need to compute quantities of the form $\omega^2 - \omega_j^2$ and their powers, where $\omega$ is the center of an interval. As before we can compute $\omega^2 - \omega_j^2$ to high relative accuracy as $(\omega - \omega_j)(\omega + \omega_j)$. Similarly we powers of $\omega^2 - \omega_j^2$ to high relative accuracy.

But the situation is different when we apply the modified FMM to compute $\Phi(\omega)$ at the points $\{\tilde{\omega}_j\}_{j=1}^n$. Since $\{\tilde{\omega}_j\}_{j=1}^n$ are given by sums (see (3.2) and (3.3)):

$$\tilde{\omega}_j = d_j + \tilde{\mu}_j \quad \text{or} \quad \tilde{\omega}_j = d_{j+1} + \tilde{\mu}_j$$

with

$$0 < d_1 < \tilde{\omega}_1 < d_2 < \ldots < d_n < \tilde{\omega}_n < 1.$$

To reduce the effects of rounding errors, we want to compute $\omega^2 - \tilde{\omega}^2$ to high relative accuracy, where $\omega$ is one of $\{\tilde{\omega}_j\}_{j=1}^n$. According to the arithmetic model, we have

$$\Phi(\omega) = \tilde{\omega}(1 + \xi),$$
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where $|\xi| \leq \epsilon$. Thus we can compute $c + \hat{\omega}$ to high relative accuracy as $\text{fl}(c + \text{fl}(\hat{\omega}))$.

In the following we present a scheme for computing $c - \hat{\omega}$ to high relative accuracy. With this scheme, $c^3 - \hat{\omega}^2$ is computed to high relative accuracy as $(c - \hat{\omega})(c + \hat{\omega})$.

One of the basic ideas of this scheme is to compute a representation of $\hat{\omega}$ for each interval $\hat{\omega}$ is in. To be more specific, assume that for a parent interval $I$ with $\hat{\omega} \in \hat{I}$, we are given an exact representation $\hat{\omega} = \hat{\xi} + \hat{d} + \hat{\mu}$, where $\hat{\xi}$ is the left boundary of $\hat{I}$. If $I$ is the whole interval $(0, 1)$, then $\hat{\xi} = 0$ and $\hat{d}$ and $\hat{\mu}$ are given by (3.2). $\hat{\omega}$ must be in a child interval $I$ of $\hat{I}$. Let $r = \hat{r}/2$ be the length of $I$, Procedure $\text{Shift}(\hat{d}, \hat{\mu}, r)$ finds out $I$ and computes $d$ and $\mu$ in the representation $\hat{\omega} = \xi + d + \mu$, where $\xi$ is the left boundary of $I$.

**Procedure $\text{Shift}(\hat{d}, \hat{\mu}, r)$**

1. Let $d = \max(\hat{d}, \hat{\mu})$ and $\mu = \min(\hat{d}, \hat{\mu})$;
2. If $d \geq r$, then
   a. Let $d = d - r$;
   b. If $d + \mu > 0$, then
      * $I$ is the right child interval. Return $d$ and $\mu$;
   c. Otherwise
      * $I$ is the left child interval. Return $\hat{d}$ and $\hat{\mu}$;
3. Otherwise if $d \geq r/2$, then
   $d = d - r/2$ and return $\text{Shift}(d, \mu, r)$;
4. Otherwise
   * $I$ is the left child interval. Return $d$ and $\mu$.

We run procedure $\text{Shift}(\hat{d}, \hat{\mu}, r)$ top-down on the computation tree to compute these representations of $\{\hat{\omega}_j\}_{j=1}^n$. The total cost of this computation is $O(n \log_2 \epsilon)$ floating point operations.

Let $\xi$, $\nu$ and $r$ be the left boundary, the right boundary and the length of a childless interval $I$. Given a representation $\hat{\omega} = \xi + d + \mu$, we discuss the problem of computing $c - \hat{\omega}$ to high relative accuracy, where $c$ is the center of an interval on the computation tree.

If $c \leq \xi$, then we compute $c - \xi < 0$ and $d + \mu > 0$ to high relative accuracy, and thus we can compute $c - \hat{\omega}$ to high relative accuracy as $(c - \xi) - (d + \mu)$.

If $c \geq \nu$, then

\begin{equation}
(3.30)
c - \hat{\omega} = (c - \nu) + (r - d - \mu) .
\end{equation}

Since $c - \nu > 0$ and $r - d - \mu > 0$, if we can compute $r - d - \mu$ to high relative accuracy, then we can compute $c - \hat{\omega}$ to high relative accuracy as above. We may need to compute $c - \hat{\omega}$ for many values of $c$, but we only need to compute the value $r - d - \mu$ once.

If $\xi < c < \nu$, then $c$ must be the center of $I$. Thus $c = \xi + r/2$ and hence

\begin{equation}
(3.31)
c - \hat{\omega} = r/2 - d - \mu .
\end{equation}

Thus if we can compute $r/2 - d - \mu$ to high relative accuracy, then we can compute $c - \hat{\omega}$ to high relative accuracy.

Procedure $\text{Rel}(d, \mu, \gamma)$ computes $d + \mu - \gamma$ to high relative accuracy, where $d$, $\mu$ and $\gamma = 2^{-k}$ with $k > 0$ are floating point numbers such that $0 \leq d + \mu \leq 2\gamma$. 
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**Procedure Rel**$(d, \mu, \gamma)$

1. Let $\alpha = \max(d, \mu)$ and $\beta = \min(d, \mu)$;
2. If $\alpha \geq \gamma$, then
   \[ \alpha = \alpha - \gamma \text{ and } \text{Rel}(d, \mu, \gamma) = \alpha + \beta; \]
3. Otherwise if $\alpha \geq \gamma/2$, then
   \[ \alpha = \alpha - \gamma/2 \text{ and } \text{Rel}(d, \mu, k) = \text{Rel}(\alpha, \beta, \gamma/2); \]
4. Otherwise if $\alpha \geq \gamma/4$ and $\beta \geq \gamma/4$, then
   \[ \alpha = \alpha - \gamma/4, \beta = \beta - \gamma/4 \text{ and } \text{Rel}(d, \mu, k) = \text{Rel}(\alpha, \beta, \gamma/2); \]
5. Otherwise $\text{Rel}(d, \mu, k) = \alpha + \beta - \gamma$.

For each $\tilde{\omega}$, we run $\text{Rel}(d, \mu, r)$ and $\text{Rel}(d, \mu, r/2)$ to compute $r - d - \mu$ and $r/2 - d - \mu$ to high relative accuracy, respectively. Hence $c - \tilde{\omega}$ is computed to high relative accuracy in (3.30) and (3.31). The total cost of this computation is $O(n|\log_2 \epsilon|)$ floating point operations.

**4. Numerical Stability.** As the major result of this section, we show that the modified FMM satisfies

\[
\text{fl}_f(\Phi(\tilde{\omega}_j)) = \Phi(\tilde{\omega}_j) + O\left(\epsilon \sum_{i=1}^{n} \frac{|x_i|}{|d_i^2 - \tilde{\omega}_j^2|}\right)
\]

for the function $\Phi(\omega)$ in equation (3.4) and the points \(\{\tilde{\omega}_j\}_{j=1}^n\) of (3.2), where $\text{fl}_f(\Phi(\tilde{\omega}_j))$ is the floating point result of using the modified FMM. The error term in (4.1) includes both truncation errors and round-off errors. In Section 3.5 we have shown that the truncation errors satisfy the error term in (4.1). In this section, we show that the round-off errors also satisfy the error term in (4.1).

To be more specific, we note that the modified FMM splits $\Phi(\omega)$ as follows (see (3.20))

\[
\Phi(\omega) = \sum_{d_i \in \mathbb{N}(I)} \frac{x_i}{d_i^2 - \omega^2} + \sum_{d_i \in \mathbb{N}(I)} \frac{x_i}{d_i^2 - \tilde{\omega}_j^2},
\]

where $I$ is the childless interval such that $\omega \in I$. The modified FMM replaces the first sum by a local expansion, and replaces the second sum by a sequence of multipole expansions and some direct sums of the form $\sum_{d_i \in I} x_i/(d_i^2 - \omega^2)$.

As noted at the end of Section 2.2, we can compute each ratio in $\sum_{d_i \in I} x_i/(d_i^2 - \omega^2)$ to high relative accuracy. Thus the round-off error in this direct computation is of the form $O(\epsilon \sum_{d_i \in I} |x_i|/|d_i^2 - \omega^2|)$. In Section 4.1, we show that

\[
|\text{fl}(M_I(\tilde{\omega})) - M_I(\tilde{\omega})| = O\left(\epsilon \sum_{d_i \in I} |x_i|/|d_i^2 - \tilde{\omega}_j^2|\right).
\]

And in Section 4.2, we show that

\[
|\text{fl}(L_I(\tilde{\omega})) - L_I(\tilde{\omega})| = O\left(\epsilon \sum_{d_i \in \mathbb{N}(I)} |x_i|/|d_i^2 - \tilde{\omega}_j^2|\right).
\]

Relation (4.1) thus follows by combining these results.

As the second major result, in Section 4.3 we further show that relation (4.1) implies that the modified FMM stably computes the matrix-matrix product $V\hat{Q}$.
4.1. Round-off Errors in the Multipole Expansions. We consider the rounding errors in computing the coefficients of

\[
\mathcal{M}_I(\omega) = \sum_{j=0}^{p-1} \frac{\tilde{b}_j}{(\tilde{c}^2 - \omega^2)^j + c^2} \approx \sum_{d_i \in I} \frac{x_i}{d_i^2 - \omega^2},
\]

where (see Lemma 3.7)

\[
\tilde{b}_j = \sum_{d_i \in I} x_i \left( d_i^2 - \tilde{c}^2 \right)^j.
\]

First assume that \(I\) is a childless interval. In this case \(\{\tilde{b}_j\}_{j=1}^{p-1}\) are computed from (4.5). Since each difference \(d_i^2 - \tilde{c}^2\) is computed to high relative accuracy (see Section 3.6), each term in the sum in (4.5) is also computed to high relative accuracy. Thus

\[
\Phi(\tilde{b}_j) = \sum_{d_i \in I} x_i \left( d_i^2 - \tilde{c}^2 \right)^j (1 + \varrho_{i,j}),
\]

where\(^3\) \(|\varrho_{i,j}| \leq \varrho\) with \(\varrho\) being a small multiple of \(p\) \(\epsilon\) that is independent of \(\epsilon\). This implies that

\[
|\Phi(\tilde{b}_j) - \tilde{b}_j| \leq \varrho \sum_{d_i \in I} |x_i| \left| d_i^2 - \tilde{c}^2 \right|^j.
\]

Now assume that \(I\) is a parent interval. For simplicity, we first assume that \(I\) has only one child interval \(I_i\). We consider the rounding errors in computing the coefficients \(\tilde{b}_j\) of \(\mathcal{M}_I(\omega)\) in (4.4). According to Procedure Multipole(\(I\)) and Lemma 3.7, the coefficients \(\tilde{b}_j\) are computed as

\[
\tilde{b}_j = \sum_{k=0}^{j} b_k \binom{j}{k} \left( \tilde{c}^2 - \tilde{c}^2 \right)^{j-k} \text{ and } b_k = \sum_{d_i \in I} x_i \left( d_i^2 - \tilde{c}^2 \right)^k.
\]

We determine the rounding errors in \(\{\tilde{b}_j\}_{j=1}^{p-1}\) by induction. In light of (4.1) and (4.7), we assume that the rounding errors in \(\{\tilde{b}_j\}_{j=1}^{p-1}\) and \(\{b_k\}_{k=1}^{p-1}\) have the form

\[
|\Phi(\tilde{b}_j) - \tilde{b}_j| \leq \sum_{d_i \in I} |x_i| \theta_{i,I} f^i_{i,I} \text{ and } |\Phi(b_j) - b_j| \leq \sum_{d_i \in I} |x_i| \theta_{i,I} f^i_{i,I}.
\]

Since the difference \(c^2 - \tilde{c}^2\) is computed to high relative accuracy (see Section 3.6), each term in the sum of \(\tilde{b}_j\) in (4.8) is also computed to high relative accuracy. Thus

\[
\Phi(\tilde{b}_j) = \sum_{k=0}^{j} \Phi(b_k) \binom{j}{k} \left( c^2 - \tilde{c}^2 \right)^{j-k} (1 + \tilde{\varrho}_{k,j}),
\]

\(^3\)Here and elsewhere in Section 4 we use \(\varrho\) as the same upper bound for similar round-off errors.
where \(|\tilde{b}_{k,j}| \leq \varrho\). This implies that, by using Lemma 3.2,

\[
|\mathbf{f}(\tilde{b}_j) - \tilde{b}_j| \leq (1 + \varrho) \sum_{k=0}^{j} |\mathbf{f}(b_k) - b_k| \left( \begin{array}{c} j \\ k \end{array} \right) |c^2 - \tilde{c}^2|^{j-k} + \varrho \sum_{k=0}^{j} |b_k| \left( \begin{array}{c} j \\ k \end{array} \right) |c^2 - \tilde{c}^2|^{j-k} \\
\leq (1 + \varrho) \sum_{d_i \in I} |x_i| |\theta_{i,I} + \varrho| \sum_{k=0}^{j} f_{i,k} \left( \begin{array}{c} j \\ k \end{array} \right) |c^2 - \tilde{c}^2|^{j-k} + \varrho \sum_{d_i \in I} |x_i| \sum_{k=0}^{j} |d_i^2 - c^2|^{j-k} \left( \begin{array}{c} j \\ k \end{array} \right) |c^2 - \tilde{c}^2|^{j-k} \\
\leq \sum_{d_i \in I} |x_i| ((1 + \varrho)|\theta_{i,I} + \varrho| \max(f_{i,I}, |d_i^2 - c^2|) + |c^2 - \tilde{c}^2|)^j.
\]

(4.11)

Thus in (4.9) we can set

(4.12) \(\theta_{i,I} = (1 + \varrho)|\theta_{i,I} + \varrho| \max(f_{i,I}, |d_i^2 - c^2|) + |c^2 - \tilde{c}^2|\).

Now we assume that \(I\) has two children. In this case the sum of \(\tilde{b}_j\) in (4.8) is replaced by a summation of such sums over these two children; and the sum on the right hand side of (4.11) is similarly replaced by

\[
\sum_{I \text{ is a child of } \tilde{I}} \sum_{d_i \in I} |x_i| ((1 + \varrho)|\theta_{i,I} + \varrho| \max(f_{i,I}, |d_i^2 - c^2|) + |c^2 - \tilde{c}^2|)^j.
\]

Thus recursion (4.12) still holds.

Now we solve the recursion (4.12). For any \(d_i \in \tilde{I}\), let \(I_k\) be the childless interval such that \(d_i \in I_k\). Also let \(\tilde{I} = I_1, I_2, \ldots, I_k\) be intervals on the computation tree such that \(I_j\) is the parent of \(I_{j+1}\) for \(1 \leq j \leq k - 1\). Let \(c_j\) and \(r_j\) be the center and the length of \(I_j\), respectively. Relations (4.7) and (4.12) imply that

\[
f_{i,I_k} = |d_i^2 - c_i^2| \quad \text{and} \quad f_{i,I_j} = \max(f_{i,I_{j+1}}, |d_i^2 - c_{j+1}^2|) + |c_{j+1}^2 - c_j^2|,
\]

and

\[
\theta_{i,I_k} = \varrho \quad \text{and} \quad \theta_{i,I_j} = (1 + \varrho) \theta_{i,I_{j+1}} + \varrho.
\]

Solving this recursion we have

(4.13) \[f_{i,I} = |d_i^2 - c_i^2| + \sum_{j=1}^{k-1} |c_j^2 - c_{j+1}^2| \quad \text{and} \quad \theta_{i,I} = (1 + \varrho)^k - 1.
\]

Since multipole expansions are computed only for \(N_{\text{lev}} - 1\) mesh levels, we have \(k \leq N_{\text{lev}} - 1\) and thus

(4.14) \[\theta_{i,I} \leq (1 + \varrho)^{N_{\text{lev}} - 1} - 1 \approx (N_{\text{lev}} - 1)\varrho
\]

for any singularity \(d_i\) and any interval \(\tilde{I}\).

Before deriving a bound for \(f_{i,I}\), we introduce the following lemma.
LEMMA 4.1. Let $I_1, I_2, \ldots, I_k$ be intervals on the computation tree such that $I_j$ is the parent of $I_{j+1}$ for $1 \leq j \leq k-1$. Let $c_j$ and $r_j$ be the center and the length of $I_j$, respectively. Then for any $d \in I_k$,

$$|d^2 - c_1^2| \leq |d^2 - c_k^2| + \sum_{j=1}^{k-1} |c_j^2 - c_{j+1}^2| \leq \left(c_1 + \frac{r_1}{2}\right)^2 - c_1^2.$$

Proof. Since

$$d^2 - c_1^2 = (d^2 - c_k^2) + \sum_{j=1}^{k-1} (c_j^2 - c_{j+1}^2),$$

taking absolute values on both sides gives the first inequality of Lemma 4.1. We prove the second inequality of Lemma 4.1 by induction on the number of intervals. Lemma 4.1 is true for the case of one interval. Assume that Lemma 4.1 is true for $k - 1$ intervals $I_2, \ldots, I_k$, where $k \geq 2$. Then

$$|d^2 - c_k^2| + \sum_{j=1}^{k-1} |c_j^2 - c_{j+1}^2| = |d^2 - c_k^2| + \sum_{j=2}^{k-1} |c_j^2 - c_{j+1}^2| + |c_2^2 - c_1^2| \leq \left(c_2 + \frac{r_2}{2}\right)^2 - c_2^2 + |c_2^2 - c_1^2|.$$

Since $I_2$ is a child of $I_1$, we have $c_2 = c_1 \pm r_2/2$. The value $c_2 = c_1 + r_2/2$ makes the last relation larger. Plugging this value into the last relation and using the fact that $r_2 = r_1/2$ we have

$$|d^2 - c_k^2| + \sum_{j=1}^{k-1} |c_j^2 - c_{j+1}^2| \leq \left(c_1 + \frac{r_1}{2}\right)^2 - c_1^2.$$

Thus Lemma 4.1 is proved. □

Using Lemma 4.1, relation (4.13) implies

(4.15) $$|d^2 - \tilde{c}^2| \leq f_{i,I} \leq \left(\tilde{c} + \frac{r}{2}\right)^2 - \tilde{c}^2.$$

We now consider the round-off errors in evaluating $\mathcal{M}_f(\omega)$ of (4.4) at a point $\tilde{\omega}$, where $\tilde{\omega}$ is in a colleague of $I$ and is one of $\{\tilde{\omega}_j\}_{j=1}^n$ in (3.2).

Since the difference $\tilde{c}^2 - \tilde{\omega}^2$ is computed to high relative accuracy (see Section 3.6), similar to (4.10) we have

$$|\Phi(\mathcal{M}_f(\tilde{\omega})) - \mathcal{M}_f(\tilde{\omega})| \leq (1 + \varrho) \sum_{j=0}^{p-1} \left|\Phi(\tilde{\omega}_j) - \tilde{\omega}_j\right| + \varrho \sum_{j=0}^{p-1} \frac{\left|\tilde{\omega}_j\right|}{\left|\tilde{c}^2 - \tilde{\omega}_j^2\right|^{j+1}}.$$

Using relations (4.5), (4.9), (4.14) (4.14) and (4.15), and assuming that $|\tilde{c}^2 - \tilde{\omega}^2| > f_{i,I}$, we have

$$|\Phi(\mathcal{M}_f(\tilde{\omega})) - \mathcal{M}_f(\tilde{\omega})| \leq (1 + \varrho) \left((1 + \varrho)^{N_{\text{iter}} - 1} - 1\right) \sum_{j=0}^{\infty} \frac{\sum_{d_i \in I} \left|x_{d_i}\right| f_{i,I}^j}{\left|\tilde{c}^2 - \tilde{\omega}_j^2\right|^{j+1}}.$$
\[
+ \theta \sum_{j=0}^{\infty} \sum_{d_i \in I} \frac{|x_i| |d_i|^2 - c^2|^j}{|\tilde{c}^2 - \tilde{\omega}^2|^j+1}
\leq ((1 + \theta)^{\text{N_{lev}}} - 1) \sum_{j=0}^{\infty} \frac{\sum_{d_i \in I} |x_i| |f_{i,I}^j|}{|\tilde{c}^2 - \tilde{\omega}^2|^j+1}
= ((1 + \theta)^{\text{N_{lev}}} - 1) \sum_{d_i \in I} \frac{|x_i|}{|\tilde{c}^2 - \tilde{\omega}^2| - f_{i,I}}.
\]

Since \( d_i \in \tilde{I} \) we have \(|d_i - \tilde{c}| \leq \tilde{r}/2 \). Since \( \tilde{\omega} \) is in a colleague of \( I \), from Lemma 3.3 we have either \(|\tilde{\omega} - \tilde{c}| \leq 3\tilde{r}/2 \) with \( \tilde{c} \geq 5\tilde{r}/2 \) or \( \tilde{\omega} \geq \tilde{c} + 3\tilde{r}/2 \) with \( \tilde{c} \geq \tilde{r}/2 \). These conditions imply

\[
0 < \frac{|d_i^2 - \tilde{\omega}^2|}{|\tilde{c}^2 - \tilde{\omega}^2| - f_{i,I}} \leq \frac{|d_i^2 - \tilde{\omega}^2|}{|\tilde{c}^2 - \tilde{\omega}^2| - (\tilde{c} + \tilde{r}/2)^2 + \tilde{c}^2} \leq 4.
\]

Thus

\[
|\mathbf{f}(\mathcal{M}_f(\tilde{\omega})) - \mathcal{M}_f(\tilde{\omega})| \leq 4 ((1 + \theta)^{\text{N_{lev}}} - 1) \sum_{d_i \in I} \frac{|x_i|}{|d_i^2 - \tilde{\omega}^2|} \approx 4 \text{N_{lev}} \theta \sum_{d_i \in I} \frac{|x_i|}{|d_i^2 - \tilde{\omega}^2|},
\]

which is (4.2).

### 4.2. Round-off Errors in the Local Expansions

We first consider the round-off errors in computing the coefficients of

\[
(4.16) \quad \mathcal{E}_I(\omega) = \sum_{j=0}^{p-1} a_j (\omega^2 - c^2)^j \approx \sum_{d_i \in \mathcal{R}(I)} \frac{x_i}{d_i^2 - \tilde{\omega}^2}
\]

by bounding the round-off errors in the coefficients of local expansions obtained by (see Procedure \textbf{Local}(\textbf{I})) expanding \( \sum_{d_i \in I} x_i/(d_i^2 - \omega^2) \) for a coarser colleague \( \tilde{I} \) of \( I \); transforming the multipole expansion of a colleague of \( I \) on the same mesh level; shifting the center of the local expansion of the parent of \( I \).

We then consider the round-off errors in evaluating the local expansions.

First assume that singularities not in \( \mathcal{R}(I) \) are those in \( \tilde{I} \), where \( \tilde{I} \) is a coarser colleague of \( I \). In this case \( \{a_j\}_{j=1}^{p-1} \) are computed as in (4.16) (see Procedure \textbf{Local}(\textbf{I})).

\[
a_j = \sum_{d_i \in \tilde{I}} \frac{x_i}{(d_i^2 - c^2)^j+1}.
\]

Since each difference \( d_i^2 - c^2 \) is computed to high relative accuracy (see Section 3.5), each term in the sum of \( a_j \) is computed to high relative accuracy. Similar to (4.6) we have

\[
|\mathbf{f}(a_j) - a_j| \leq \theta \sum_{d_i \in I} \frac{|x_i|}{|d_i^2 - c^2|^j+1}.
\]

We also have

\[
|a_j| \leq \sum_{d_i \in \tilde{I}} \frac{|x_i|}{|d_i^2 - c^2|^j+1}.
\]
Next assume that singularities not in $\mathbb{N}(I)$ are those in $\tilde{I}$, where $\tilde{I}$ is a colleague of $I$ on the same mesh level. In this case $\{a_j\}_{j=1}^{p-1}$ are computed as in Lemma ?? (see Procedure Local($I$)): 

\[ a_j = \sum_{k=0}^{p-1-j} \binom{j + k}{k} \frac{\tilde{b}_k}{(\tilde{c}^2 - c^2)^{k+j+1}} \quad \text{with} \quad \tilde{b}_k = \sum_{d_i \in \tilde{I}} x_i \left( d_i^2 - \tilde{c}^2 \right)^k. \]

Since $\tilde{c}^2 - c^2$ is computed to high relative accuracy (see Section 3.5), each term in $a_j$ is computed to high relative accuracy. Similar to (4.6) we have

\[ |\mathbf{f}(a_j) - a_j| \leq (1 + \varrho) \sum_{k=0}^{p-1-j} \binom{j + k}{k} \frac{|\mathbf{f}(\tilde{b}_k) - \tilde{b}_k|}{|\tilde{c}^2 - c^2|^{k+j+1}} + \varrho \sum_{k=0}^{p-1-j} \binom{j + k}{k} \frac{|\tilde{b}_k|}{|\tilde{c}^2 - c^2|^{k+j+1}}. \]

According to Section 4.1, we can write the round-off errors in $\{\tilde{b}_k\}_{k=0}^{p-1}$ as

\[ |\mathbf{f}(\tilde{b}_k) - \tilde{b}_k| \leq ((1 + \varrho) N_{\text{lev}} - 1) \sum_{d_i \in \tilde{I}} |x_i| f_{i,\tilde{I}}^k, \]

where $f_{i,\tilde{I}}$ satisfies (4.15). We also have

\[ |\tilde{b}_k| \leq \sum_{d_i \in \tilde{I}} |x_i| |d_i^2 - \tilde{c}^2|^k \leq \sum_{d_i \in \tilde{I}} |x_i| f_{i,\tilde{I}}^k. \]

These relations imply

\[ |\mathbf{f}(a_j) - a_j| \leq ((1 + \varrho) N_{\text{lev}} - 1) \sum_{d_i \in \tilde{I}} |x_i| \sum_{k=0}^{\infty} \binom{j + k}{k} \frac{f_{i,\tilde{I}}^k}{|\tilde{c}^2 - c^2|^{k+j+1}} \]

\[ \leq ((1 + \varrho) N_{\text{lev}} - 1) \sum_{d_i \in \tilde{I}} \frac{|x_i|}{(|\tilde{c}^2 - c^2| - f_{i,\tilde{I}})^{j+1}}, \]

where we have used the fact that $|\tilde{c}^2 - c^2| > f_{i,\tilde{I}}$. Similarly we have

\[ |a_j| \leq \sum_{d_i \in \tilde{I}} \frac{|x_i|}{(|\tilde{c}^2 - c^2| - f_{i,\tilde{I}})^{j+1}}. \]

Now assume that singularities not in $\mathbb{N}(I)$ are those not in $\mathbb{N}(\tilde{I})$, where $\tilde{I}$ is the parent of $I$. In this case $\{a_j\}_{j=1}^{p-1}$ are computed as in Lemma ?? (see Procedure Local($I$)): 

\[ a_j = \sum_{k=j}^{p-1} \tilde{a}_k \binom{k}{j} (\tilde{c}^2 - c^2)^{k-j}, \]

where $\{a_j\}_{j=1}^{p-1}$ are the coefficients of $L_f(\omega)$.
Since the difference $c^2 - c^2$ is computed to high relative accuracy (see Section 3.6), each term in the sum in $a_j$ is also computed to high relative accuracy. Similar to (4.10) we have

$$|\tilde{\Phi}(a_j) - a_j| \leq (1 + \varrho) \sum_{k=j}^{p-1} |\tilde{\Phi}(\tilde{a}_k) - \tilde{a}_k| \binom{k}{j} |c^2 - c^2|^{k-j}$$

$$+ \varrho \sum_{k=j}^{p-1} |\tilde{a}_k| \binom{k}{j} \left( \frac{|c^2 - c^2|^{k-j}}{g_i, \tilde{I}} \right).$$

(4.19)

Similar to Section 4.1, we determine the rounding errors in $\{a_j\}_{j=0}^{p-1}$ by induction. In light of (4.17), (4.18) and the corresponding bounds for $\{|a_j|\}_{j=0}^{p-1}$, we assume that the rounding errors in $\{a_j\}_{j=0}^{p-1}$ and $\{\tilde{a}_j\}_{j=0}^{p-1}$ have the form

$$|\tilde{\Phi}(\tilde{a}_j) - \tilde{a}_j| \leq \sum_{d_i \not\in \mathcal{N}(I)} \frac{|x_i| \vartheta_i, \tilde{I}}{g_i, \tilde{I}}^{j+1} \quad \text{and} \quad |\tilde{\Phi}(a_j) - a_j| \leq \sum_{d_i \not\in \mathcal{N}(I)} \frac{|x_i| \vartheta_i, I}{g_i, I}^{j+1}.$$

(4.20)

We also assume that

$$|\tilde{a}_k| \leq \sum_{d_i \not\in \mathcal{N}(I)} \frac{|x_i|}{g_i, \tilde{I}}^{j+1} \quad \text{and} \quad |a_k| \leq \sum_{d_i \not\in \mathcal{N}(I)} \frac{|x_i|}{g_i, I}^{j+1}.$$

(4.21)

Plugging these relations into (4.19), we have

$$|\tilde{\Phi}(a_j) - a_j| \leq (1 + \varrho) \sum_{d_i \not\in \mathcal{N}(I)} \frac{|x_i| \vartheta_i, I}{g_i, \tilde{I}}^{j+1} \sum_{k=j}^{\infty} \binom{k}{j} |c^2 - c^2|^{k-j}$$

$$\quad + \varrho \sum_{d_i \not\in \mathcal{N}(I)} \frac{|x_i|}{g_i, \tilde{I}}^{j+1} \sum_{k=j}^{\infty} \binom{k}{j} |c^2 - c^2|^{k-j}$$

$$\quad \leq \sum_{d_i \not\in \mathcal{N}(I)} \frac{|x_i|}{g_i, \tilde{I}} \left( (1 + \varrho) \vartheta_i, \tilde{I} + \varrho \right)$$

$$\quad \leq \left( g_i, \tilde{I} - |c^2 - c^2| \right)^{j+1}.$$

(4.22)

provided that $g_i, \tilde{I} > |c^2 - c^2|$. Similarly

$$|a_j| \leq \sum_{k=j}^{p-1} |\tilde{a}_k| \binom{k}{j} |c^2 - c^2|^{k-j}$$

$$\quad \leq \sum_{d_i \not\in \mathcal{N}(I)} \frac{|x_i|}{g_i, \tilde{I}} \left( g_i, I - |c^2 - c^2| \right)^{j+1}.$$

Comparing this with (4.20), (4.21) and (4.22), we can set

$$\vartheta_i, I = (1 + \varrho) \vartheta_i, \tilde{I} + \varrho \quad \text{and} \quad g_i, I = g_i, \tilde{I} - |c^2 - c^2|,$$

(4.23)

provided that $g_i, I > 0$. Similar to the recursion (4.12) for the multipole expansions, recursion (4.23) holds for any parent interval $\tilde{I}$ and its child $I$.

Now we solve the recursion (4.23). For any $d_i \not\in \mathcal{N}(I)$, let $I_1, I_2, \ldots, I_k \equiv I$ be intervals on the computation tree such that $I_i$ is the parent of $I_{i+1}$ for $1 \leq i \leq k - 1$. 

[32]
Also let $\tilde{I}_1$ be the colleague of $I_1$ such that $d_i \in \tilde{I}$. Let $c_j$ and $r_j$ be the center and the length of $I_j$, respectively.

If $\tilde{I}_1$ is a coarser colleague of $I_1$, then relations (4.17) and (4.23) imply that

$$g_{i,\tilde{I}_1} = |d_i^2 - c_1^2| \quad \text{and} \quad g_{i,\tilde{I}_{j+1}} = g_{i,I_j} - |c_j^2 - c_{j+1}^2|,$$

and

$$\vartheta_{i,\tilde{I}_1} = \varrho \quad \text{and} \quad \vartheta_{i,\tilde{I}_{j+1}} = (1 + \varrho)\vartheta_{i,I_j} + \varrho.$$

Solving this recursion we have

$$g_{i,I} = |d_i^2 - c_1^2| - \sum_{j=1}^{k-1} |c_j^2 - c_{j+1}^2| \quad \text{and} \quad \vartheta_{i,I} = (1 + \varrho)^k - 1.$$

If $\tilde{I}_1$ is a colleague of $I_1$ on the same mesh level, then relations (4.17) and (4.23) imply that

$$g_{i,\tilde{I}_1} = |c_1^2 - c_1^2| - f_{i,\tilde{I}_1} \quad \text{and} \quad g_{i,I_{j+1}} = g_{i,I_j} - |c_j^2 - c_{j+1}^2|,$$

and

$$\vartheta_{i,\tilde{I}_1} \leq (1 + \varrho)^{N_{\text{lev}} - 1} \quad \text{and} \quad \vartheta_{i,I_{j+1}} = (1 + \varrho)\vartheta_{i,I_j} + \varrho.$$

Solving this recursion we have

$$g_{i,I} = |c_1^2 - c_1^2| - f_{i,\tilde{I}_1} - \sum_{j=1}^{k-1} |c_j^2 - c_{j+1}^2| \quad \text{and} \quad \vartheta_{i,I} \leq (1 + \varrho)^{k+N_{\text{lev}} - 1} - 1.$$

To complete the induction, we need to show that $g_{i,I} > 0$. We discuss this when we bound the round-off errors in evaluating the local expansions.

Since local expansions are computed only for $N_{\text{lev}} - 1$ mesh levels, we have $k \leq N_{\text{lev}} - 1$. Thus relations (4.24) and (4.25) imply

$$\vartheta_{i,I} \leq (1 + \varrho)^{2N_{\text{lev}} - 1} - 1 \quad \text{for any singularity } d_i \text{ and any interval } I.$$

Finally we consider the round-off errors in evaluating $L_I(\omega)$ of (4.16) at the point $\omega \in I$, where $\omega$ is one of the $\{\omega_j\}_{j=1}^n$ (see (3.2)).

Since the difference $\tilde{\omega}^2 - c^2$ is computed to high relative accuracy (see Section 3.6), each term in the sum in (4.16) is also computed to high relative accuracy. Similar to (4.10) we have

$$|\mathbf{h} (L_I(\omega)) - L_I(\tilde{\omega})| \leq (1 + \varrho) \sum_{j=0}^{p-1} |\mathbf{h}(a_j) - a_j| |\tilde{\omega} - c^2|^j + \varrho \sum_{j=0}^{p-1} |a_j| |\tilde{\omega}^2 - c^2|^j.$$

By (4.20), (4.21) and (4.26), this implies

$$|\mathbf{h} (L_I(\omega)) - L_I(\tilde{\omega})| \leq ((1 + \varrho)^{2N_{\text{lev}} - 1} - 1) \sum_{d_i \in \text{l}(I)} |x_i| \sum_{j=0}^{\infty} \frac{|\tilde{\omega}^2 - c^2|^j}{g_{i,I}^{j+1}}$$

$$\leq ((1 + \varrho)^{2N_{\text{lev}} - 1} - 1) \sum_{d_i \in \text{l}(I)} \frac{|x_i|}{g_{i,I} - |\tilde{\omega}^2 - c^2|}.$$
provided that \( g_{i,t} > |\hat{\omega}^2 - c^2| \). This assumption implies \( g_{i,t} > 0 \) and hence the completion of the induction.

By Lemma 4.1 we have

\[
(4.29) \quad |\hat{\omega}^2 - c^2| + \sum_{j=1}^{k-1} |c_j^2 - c_{j+1}^2| \leq \left( c_1 + \frac{r_1}{2} \right)^2 - c_1^2.
\]

In the following we bound the ratio \( \frac{|d_i^2 - \hat{\omega}^2|}{g_{i,t} - |\hat{\omega}^2 - c_k^2|} \). For any \( d_i \notin \mathcal{N}(I) \), let \( I_1, I_2, \ldots, I_k \equiv I \) be intervals on the computation tree such that \( I_i \) is the parent of \( I_{i+1} \) for \( 1 \leq i \leq k-1 \). Also let \( \tilde{I}_1 \) be the colleague of \( I_1 \) such that \( d_i \in \tilde{I}_1 \). Let \( c_j \) and \( r_j \) be the center and the length of \( I_j \), respectively. Since \( \hat{\omega} \in I_1 \) we have \( |\hat{\omega} - c_1| \leq r_1/2 \). Since \( \tilde{I}_1 \) is a colleague of \( I_1 \), according to Lemma 3.3 we have either

\[
d_i \geq c_1 + \frac{3r_1}{2} \quad \text{or} \quad d_i \leq c_1 - \frac{3r_1}{2}, \quad c_1 \geq \frac{5r_1}{2}.
\]

If \( \tilde{I}_1 \) is a coarser colleague of \( I_1 \), then applying (4.29) to relation (4.24), we have

\[
g_{i,t} - |\hat{\omega}^2 - c_k^2| \geq |d_i^2 - c_i^2| - \left( c_1 + \frac{r_1}{2} \right)^2 + c_i^2,
\]

which implies

\[
0 < \frac{|d_i^2 - \hat{\omega}^2|}{g_{i,t} - |\hat{\omega}^2 - c_k^2|} \leq 4.
\]

If \( \tilde{I}_1 \) is a colleague of \( I_1 \) on the same level, then applying (4.29) and (4.15) to relation (4.25), we have

\[
g_{i,t} - |\hat{\omega}^2 - c_k^2| \geq |c_i^2 - c_i^2| - \left( c_1 + \frac{r_1}{2} \right)^2 + c_i^2 - \left( c_1 + \frac{r_1}{2} \right)^2 + c_i^2,
\]

Since \( |c_i - c_1| \geq 2r_1 \), this relation implies

\[
0 < \frac{|d_i^2 - \hat{\omega}^2|}{g_{i,t} - |\hat{\omega}^2 - c_k^2|} \leq 4.
\]

Plugging these relations into (4.28) we have

\[
|\mathbf{F} (\mathcal{L}_I(\hat{\omega}) - \mathcal{L}_I(\hat{\omega}))| \leq 4 \left( 1 + \theta \right)^{2N_{\text{lev}}} - 1 \sum_{d_i \notin \mathcal{N}(I)} \frac{|x_i|}{|d_i^2 - \hat{\omega}^2|} \approx 8N_{\text{lev}} \theta \sum_{d_i \notin \mathcal{N}(I)} \frac{|x_i|}{|d_i^2 - \hat{\omega}^2|},
\]

which is (4.3).

**4.3. Numerical Stability in Singular Vector Computations.** As mentioned in Sections 1 and 3, we use the modified FMM to accelerate the computation of the singular vectors of \( A' \). With the singular vector matrices of \( M \) or \( M_1 \), we compute the singular vector matrices of \( A' \in \mathbb{R}^{(m+1) \times n} \). As in Section 3, we only consider the problem of computing a numerical right singular vector matrix \( V\hat{Q} \) of \( A' \) for the case \( m \geq n \), where \( V \) and \( \hat{Q} \) are orthonormal.
Let \(v^T = (v_1, \ldots, v_n)^T\) be a row of \(V\). Then \(\|v\|_2 = 1\) and the corresponding row of \(V\hat{Q}\) is \(v^T \hat{Q} = (v^T \hat{q}_1, \ldots, v^T \hat{q}_n)\) with \(v^T \hat{q}_j = \Phi_1(\omega_j) / \sqrt{\Phi_2(\omega_j)}\), where (see Section 3)

\[
\Phi_1(\omega) = \sum_{i=1}^{n} \frac{v_i z_i}{d_i^2 - \omega^2} \quad \text{and} \quad \Phi_2(\omega) = \sum_{i=1}^{n} \frac{z_i^2}{(d_i^2 - \omega^2)^2}.
\]

We compute \(\Phi_1(\omega_j)\) using the modified FMM with a precision satisfying (see (4.1))

\[
(4.30) \quad \text{fl}(\Phi_1(\omega_j)) = \Phi_1(\omega_j) + O\left(\epsilon \sum_{i=1}^{n} \frac{|v_i z_i|}{|d_i^2 - \omega_j^2|}\right).
\]

As in Section 2.1, we directly compute \(\sqrt{\Phi_2(\omega_j)}\) to high relative accuracy

\[
(4.31) \quad \text{fl}\left(\sqrt{\Phi_2(\omega_j)}\right) = \sqrt{\Phi_2(\omega_j)} \left(1 + O(\epsilon)\right).
\]

By the Cauchy-Schwartz inequality, we get

\[
\sum_{i=1}^{n} \frac{|v_i z_i|}{|d_i^2 - \omega_j^2|} \leq \|v\|_2 \sqrt{\sum_{i=1}^{n} \frac{|z_i|^2}{(d_i^2 - \omega_j^2)^2}} = \sqrt{\Phi_2(\omega_j)}.
\]

Plugging this into (4.30) and using (4.31) we have

\[
\text{fl}\left(\frac{\Phi_1(\omega_j)}{\sqrt{\Phi_2(\omega_j)}}\right) = \left(\frac{\Phi_1(\omega_j)}{\sqrt{\Phi_2(\omega_j)}}\right) (1 + O(\epsilon)) + O(\epsilon) = \frac{\Phi_1(\omega_j)}{\sqrt{\Phi_2(\omega_j)}} + O(\epsilon),
\]

where we have used the fact that

\[
\left|\frac{\Phi_1(\omega_j)}{\sqrt{\Phi_2(\omega_j)}}\right| \leq 1.
\]

Thus, each component of \(v^T \hat{Q}\) is computed to high absolute accuracy. When all the rows of \(V\hat{Q}\) are computed, the resulting matrix

\[
\text{fl}(V \hat{Q}) = V \hat{Q} + O(\epsilon)
\]

is numerically orthonormal.
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