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Abstract

Time dependent partial differential equations are often solved using algorithms which parallelize the solution process in the spatial domain. However, as the number of processors increases, the parallel efficiency is limited by the increasing communication/computation ratio. Recently, several researchers have proposed algorithms incorporating temporal domain parallelism in order to increase efficiency. In this paper we discuss a class of such algorithms and show that this approach is not normally useful.

1 Introduction

We investigate a parallel algorithm for the numerical solution of linear, time-dependent partial differential equations (PDEs) of the form

\[
\begin{aligned}
\frac{\partial u}{\partial t} + Lu &= f, & x \in \Omega, & 0 < t < T, \\
B(u) &= u_0(t), & x \in \partial \Omega, & 0 < t < T, \\
u(x, 0) &= u_0(x), & x \in \Omega
\end{aligned}
\]
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where $\mathcal{L}$ is a linear elliptic spatial operator, $\mathcal{B}$ is the boundary operator, and $\Omega$ is a spatial domain with boundary $\partial \Omega$. For simplicity of presentation we choose the one dimensional problem $\Omega = (0, 1)$ and Dirichlet boundary conditions $u(0, t) = u(1, t) = 0$. Our model problem in this paper will be the one dimensional heat equation.

Implicit time stepping schemes, coupled with finite difference approximations of the spatial derivatives, lead to linear systems at each time step $t_k$, of the form,

$$Au^k = Bu^{k-1} + b, \quad k = 1, 2, \ldots n,$$

where $A$ and $B$ are $m \times m$ matrices ($m$ is the number of grid points in the interior of the domain) whose elements depend on $\mathcal{L}$ and $\mathcal{B}$ and $u^k$ is an $m$-vector containing function values $u$ at all the grid points at the $k$'th time step. Starting from $u^0$, which is known from the initial condition, we can use an iterative algorithm such as Jacobi, Gauss-Seidel, or SOR to solve (1) sequentially for each time step:

$$u_i^k = Tu_{i-1}^k + c, \quad i = 1, 2, \ldots, \quad k = 1, 2, \ldots n,$$

where $T$ is the iteration matrix and $c$ is a vector of known values.

Usually, the entire process is spatially parallelized by splitting the domain $\Omega$ into subdomains and distributing problems on the subdomains to multiple processors [3]. At each iteration, the processors need to exchange boundary information with processors holding adjacent subdomains. As the number of processors increases, the communication/computation ratio increases making the parallel efficiency decrease. In an effort to forestall this and to allow increasing numbers of processors to be used effectively, a number of researchers have suggested algorithms which introduce time domain parallelism as well as space domain parallelism [2, 5, 6, 7].

It is claimed in [2] and [7] that a parallel scheme based on time domain parallelism will converge in exactly the same number of iterations as the sequential scheme since the two schemes have iteration matrices with equal spectral radii. In this paper, we examine this claim. We show that, for model time domain parallel schemes, the iteration matrices are defective and hence, while the spectral radius of the iteration matrix governs the asymptotic rate of convergence, it does not determine the exact number of iterations required. Hence, one cannot claim that the two schemes will converge in exactly the same number of iterations. Using a 2-norm argument, we show that the number of iterations required for convergence of the new scheme increases with the number of parallel time steps. Even if we ignore the cost of communication, the new scheme has a very low efficiency for real problems. In this paper, we provide an analysis of a class of these
algorithms as well as computational experiments which demonstrate that this approach is not normally useful.

2 The Temporal Method

In [7] and [2], an iterative scheme is described for introducing temporal domain parallelism by solving the linear systems at different time steps simultaneously. The central idea is to assemble \( n \) steps of (1) into the form

\[
Gu = \begin{pmatrix}
A & -B & A & \cdots & -B & A \\
-B & A & & \cdots & & \\
& \ddots & \ddots & \ddots & & \\
& & A & & \ddots & \\
& & & -B & A & \\
& & & & & -B & A
\end{pmatrix}
\begin{pmatrix}
u^1 \\
u^2 \\
\vdots \\
u^{n-1} \\
u^n
\end{pmatrix}
= \begin{pmatrix}
u^0 + b_1 \\
b_2 \\
\vdots \\
b_{n-1} \\
b_n
\end{pmatrix} \equiv b. \quad (2)
\]

Equation (2) can be solved in parallel using an iterative scheme such as Jacobi or Gauss-Seidel with the red-black block ordering. If \( A = D - L - U \), where \( D, L \) and \( U \) are diagonal, lower triangular, and upper triangular, then the iteration matrix \( T_A \) for solving (1) using Gauss-Seidel is

\[
T_A = (D - L)^{-1}U.
\]

The iteration matrix \( T_G \) for Gauss-Seidel for (2) is

\[
T_G = (\tilde{D} - \tilde{L})^{-1}\tilde{U},
\]

where \( \tilde{D}, \tilde{L} \) and \( \tilde{U} \) are the diagonal, lower triangular, and upper triangular parts of \( G \). As was shown in [7], \( T_G \) is a block lower triangular matrix with diagonal blocks equal to \((D - L)^{-1}U\). Hence, the eigenvalues of \( T_G \) are the collections of all eigenvalues of all the block matrices on the main diagonal. Since all blocks on the main diagonal are equal to \( T_A \), \( T_G \) has the same eigenvalues as \( T_A \) but with higher multiplicity. This shows that

\[
\varrho(T_A) = \varrho(T_G),
\]

where \( \varrho(T) \) is the spectral radius of \( T \). Hence, both iterations appear to converge at the same rate.

Based on the "proof" sketched above that iterative schemes (1) and (2) converge in exactly the same number of iterations, both [2] and [7] go on to demonstrate that the parallel algorithm involving both spatial and temporal dimension parallelism is far superior in terms of speedup and communication/computation.
ratio over algorithms employing only spatial dimension parallelism. However, in the following sections, we demonstrate that this is not valid.

3 Convergence of Iterative Methods

Any stationary linear iteration scheme can be written in the form

\[ u_{k+1} = Tu_k + c \]

where \( T \) is the iteration matrix and \( c \) is a vector of known values. The error \( e_k \) in the \( k^{th} \) approximation to the solution is given by

\[ e_k = T^k e_0. \]

Hence, the sequence of iterates \( u_1, u_2, \ldots, u_k, \ldots \) will converge to the true solution as \( k \to \infty \) if and only if

\[ \lim_{k \to \infty} T^k = 0 \]

since \( u_0 \), and hence \( e_0 \), is arbitrary. If the \( m \times m \) matrix \( T \) has \( m \) linearly independent eigenvectors \( v_s, s = 1, \ldots, m \), then it follows that

\[ e_k = \sum_{s=1}^{m} c_s \lambda_s^k v_s, \tag{3} \]

where \( \lambda_s \) is the eigenvalue corresponding to \( v_s \). Thus \( e_k \) will tend to 0 for an arbitrary \( e_0 \) if and only if \( | \lambda_s | < 1 \) for all \( s \), i.e., if and only if \( \rho(T) < 1 \), and the convergence rate behaves like \( \rho^k \).

While the preceding result is true in general (see [4]), this argument holds only if the matrix \( T \) has \( m \) linearly independent eigenvectors. If \( T \) is defective, i.e., lacking eigenvectors, then we may not be able to express \( e_0 \) as a linear combination of the eigenvectors and (3) may not hold. In this case, we cannot claim that the convergence rate behaves like \( \rho^k \) except in an asymptotic sense, which may not yield any useful information. For example, consider the \( m \times m \) matrix

\[
T = \begin{pmatrix}
0 &  & \\
1 & 0 & \\
& \ddots & \ddots \\
& & 1 & 0
\end{pmatrix}
\]
which is defective and whose eigenvalues are all equal to 0. Hence, $g^k = 0$ for all $k \geq 1$. However, $\|T^k\|_2 = 1$ for $0 \leq k < m$ and $T^m = 0$. Hence, if the iteration matrix is defective it is not enough to look only at its spectral radius.

We show in Section 4 that the iteration matrix for solving (2) is defective for the block and point Jacobi and Gauss-Seidel methods with the natural ordering. Hence, the spectral radius does not give a true picture of the convergence rate and one must actually look at the norm of the $k^{th}$ power of the iteration matrix, $T^k$, to determine the number of iterations it takes for the iterative scheme to converge. Since,

$$\|e_k\|_2 = \|T^k e_0\|_2 \leq \|T^k\|_2 \|e_0\|_2$$

and there exists at least one initial error vector $e_0$ for which the equality holds, we can only assert convergence if the norm of the error is reduced in $k$ iterations by a factor of $\varepsilon < 1$, i.e. if

$$\|T^k\|_2 \leq \varepsilon < 1, \quad (4)$$

we can determine lower and upper bounds on the number of iterations for convergence by determining $k$ such that (4) holds. We will show that the number of iterations required to solve (2) is enough to negate any advantages of temporal domain parallelism.

In Section 5, we consider the block Jacobi and Gauss-Seidel methods and show that the 2-norm of $T^k$ is large enough that the increase in the number of iterations required for convergence eliminates any possible speedup due to temporal domain parallelism. We present numerical results to validate this claim.

In Section 6 we address the point Jacobi method. We derive an expression for the 2-norm of $T^k$ and show that the parallel scheme exhibits very low efficiency in most cases. We also present numerical results to validate this claim.

In Section 7 we consider the point Gauss-Seidel method. We describe numerical experiments which show that the parallel scheme using the point Gauss-Seidel method again exhibits very low efficiency contrary to the claims made in [7].
4 Defectiveness of the Iteration Matrix

Consider solving (2) using a block Jacobi iteration scheme, where each block corresponds to one time step. The resulting iteration matrix is

\[
T_{BJ} = \begin{pmatrix}
0 & 0 & \cdots & 0 \\
A^{-1} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
A^{-1} & 0 & \cdots & 0
\end{pmatrix}.
\]

\(T_{BJ}\) is an \(mn \times mn\) matrix, where \(m\) is the order of \(A\) and \(n\) is the number of time steps we are attempting to solve simultaneously. This matrix is defective for any matrix \(A\) and all its eigenvalues are 0. In fact, it can be easily shown that \(T_{BJ}\) has only the \(m\) linearly independent eigenvectors

\[
\begin{pmatrix}
0 \\
0 \\
\vdots \\
0
\end{pmatrix},
\begin{pmatrix}
0 \\
0 \\
\vdots \\
0
\end{pmatrix}, \ldots ,
\begin{pmatrix}
0 \\
0 \\
\vdots \\
0
\end{pmatrix}
\]

where \(e_1, e_2, \ldots, e_m\) is the \(m\)-dimensional canonical basis. A similar argument shows that the iteration matrix, \(T_{BG}\), for block Gauss-Seidel on (2) is also defective.

Let us consider the point Jacobi scheme, whose iteration matrix is

\[
T_{PJ} = \begin{pmatrix}
D^{-1}(L + U) & 0 & \cdots & 0 \\
0 & D^{-1}(L + U) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & D^{-1}(L + U)
\end{pmatrix}.
\]

To simplify the presentation, consider the block \(2 \times 2\) case, which corresponds to the case of two time levels.

**Lemma 1** Let \(F \equiv D^{-1}(L + U)\) and \(H \equiv D^{-1}\). Then the block \(2 \times 2\) iteration matrix

\[
T_{PJ} = \begin{pmatrix}
F & 0 \\
H & F
\end{pmatrix}
\]

is defective.
Proof: \( T_{P_J} \) has the same eigenvalues as \( F \), but with higher multiplicity. Let \( F \) have order \( m \) and eigenvalues \( \lambda_1, \ldots, \lambda_m \) with corresponding eigenvectors \( v_1, \ldots, v_m \). The eigenvectors of \( T_{P_J} \) are given by

\[
\begin{pmatrix}
F & 0 \\
H & F
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2
\end{pmatrix}
= \lambda_i
\begin{pmatrix}
x_1 \\
x_2
\end{pmatrix}
\]

from which it follows that either

\[ x_1 = 0 \quad \text{or} \quad x_1 = v_i. \]

The choice of \( x_1 = 0 \) gives \( m \) linearly independent eigenvectors

\[
\begin{pmatrix}
0 \\
v_1
\end{pmatrix}, \quad \begin{pmatrix}
0 \\
v_2
\end{pmatrix}, \ldots, \begin{pmatrix}
0 \\
v_m
\end{pmatrix},
\]

and \( T_{P_J} \) is thus defective. We now show that the choice of \( x_1 = v_i \) leads to a contradiction. In fact, \( x_1 = v_i \) gives

\[
H x_1 + F x_2 = H v_i + F x_2 = \lambda_i x_2
\]

or

\[
(F - \lambda_i I)x_2 = -H v_i. \tag{5}
\]

The matrix \( (F - \lambda_i I) \) is singular since \( \lambda_i \) is an eigenvalue of \( F \). The backward Euler scheme results in a linear system whose matrix is tridiagonal with constant diagonal elements \((1 + 2r)\), where \( r \equiv \frac{\Delta t}{(\Delta x)^2} \). Hence, \( H \equiv D^{-1} = \alpha I \), where \( \alpha \equiv 1/(1 + 2r) = constant \), and \( F \equiv D^{-1}(L + U) \) is a tridiagonal, symmetric matrix with zero diagonal. Then, (5) becomes

\[
(F - \lambda_i I)x_2 = -\alpha v_i
\]

which has no solution. Indeed, taking the inner product of both sides with \( v_i \), we get

\[
< (F - \lambda_i I)x_2, v_i > = -\alpha < v_i, v_i >.
\]

Since \( (F - \lambda_i I) \) is symmetric, this gives

\[
< x_2, (F - \lambda_i I)v_i > = -\alpha < v_i, v_i >.
\]

But \( v_i \) is an eigenvector of \( F \), so \( (F - \lambda_i I)v_i = 0 \) and we get

\[
0 = -\alpha < v_i, v_i >.
\]
which is a contradiction. Hence, a solution does not exist and $T_{pJ}$ is a defective matrix. ■

In general, (5) will have a solution if and only if $Hv_i$ has no projection into the nullspace of $(F - \lambda_i I)$. In practice, this is unlikely.

We state, without proof, the following theorem

**Theorem 1** The iteration matrices for point Jacobi and Gauss-Seidel methods are defective.

Hence, a spectral radius argument cannot be used to determine the number of iterations for convergence of an iterative scheme to solve (2).

## 5 Block Iterative Schemes

In this Section, we consider the block Jacobi and Gauss-Seidel methods. We derive lower bounds on $\|T^k\|_2$ and show that the number of iterations $k$ required to satisfy (4) is large enough to negate the advantages of the time parallel method.

### 5.1 Block Jacobi Iterative Schemes

#### 5.1.1 Backward Euler

In order to simplify the notation in this section, we restrict our attention to backward Euler differences. In this case, the matrices in (1) are $B = I_m$ and

$$A_{m \times m} = \begin{pmatrix} 1 + 2r & -r \\ -r & 1 + 2r \\ & \ddots & \ddots \\ & & -r \\ -r & 1 + 2r \end{pmatrix},$$

where $r \equiv \frac{(m+1)^2}{n} \equiv \frac{\Delta t}{(\Delta x)^2}$. The number of timesteps being being solved for in parallel is $n$. 
The $k^{th}$ power of the iteration matrix is given by

$$T_{BJ}^k = \begin{pmatrix}
0 & & & \\
& 0 & & \\
& & 0 & \\
& & & A^{-k} \\
& & & & 0 \\
& & & & & A^{-k} \\
& & & & & & 0
\end{pmatrix}.$$ 

Let $t_p$ and $t_s$ be the wall clock times for the parallel and serial algorithms, respectively. In the serial case the time, $t_s$, for $n$ time steps is $ns$, where $s$ is the serial time to solve $Ax = b$.

**Theorem 2** The total wall clock time using $n$ processors and ignoring communication time is

$$t_p \geq \frac{1}{\pi^2} \ln \left( \frac{1}{\epsilon} \right) t_s$$

for the block Jacobi scheme applied to the backward Euler equations.

**Proof:** Note that

$$\|T_{BJ}^k\|_2 = \|A^{-k}\|_2 = \frac{1}{\lambda_{\min}(A)}.$$ 

A simple analysis shows that

$$\lambda_{\min}(A) = 1 + 4r \sin^2 \left( \frac{\pi}{2(m+1)} \right) \leq 1 + \frac{\pi^2}{n}.$$ 

Hence,

$$\|T_{BJ}^k\|_2 \geq \left[ 1 + \frac{\pi^2}{n} \right]^{-k}.$$ 

To be convergent, we need that

$$\|T_{BJ}^k\|_2 \leq \epsilon < 1.$$ 

This holds if

$$k \geq n \frac{\ln \left( \frac{1}{\epsilon} \right)}{\pi^2} = O(n).$$

The total work in aggregate in the parallel scheme is

$$W_p = k \cdot \text{work/iteration} = kns \geq \frac{sn^2}{\pi^2} \ln \left( \frac{1}{\epsilon} \right).$$

Since $t_s = sn$, the total wall clock time using $n$ processors, assuming no communication overhead, is

$$t_p = \frac{W_p}{n} \geq \frac{n^{s}}{\pi^2} \ln \left( \frac{1}{\epsilon} \right) = \frac{\ln \left( \frac{1}{\epsilon} \right)}{\pi^2} t_s.$$
Corollary: Even if we ignore the cost of communication, the total wall clock time to solve the problem using a parallel approach is at best asymptotically the same as the serial time in spite of the larger number of processors used. In particular the parallel algorithm will actually take more wall-clock time than the serial version if \( \epsilon \leq 5.17 \times 10^{-5} \).

5.1.2 Crank-Nicolson

We repeat the analysis of § 5.1.1 for the Crank-Nicolson scheme to show that the asymptotic behavior of the scheme is identical. In the Crank-Nicolson case, the matrices in (1) are

\[
A_{m \times m} = \begin{pmatrix}
1 + r & -r/2 \\
-r/2 & \ddots & \ddots \\
\ddots & \ddots & -r/2 \\
-r/2 & 1 + r
\end{pmatrix}
\]

and

\[
B_{m \times m} = \begin{pmatrix}
1 - r & r/2 \\
r/2 & \ddots & \ddots \\
\ddots & \ddots & r/2 \\
r/2 & 1 - r
\end{pmatrix}
\]

The iteration matrix is

\[
T_{JC} = \begin{pmatrix}
0 & A^{-1}B & 0 \\
A^{-1}B & \ddots & \ddots \\
\ddots & \ddots & 0 \\
A^{-1}B & 0
\end{pmatrix}
\]

Theorem 3 The total wall clock time for block Jacobi to solve the Crank-Nicolson equations is

\[
t_p \geq \frac{1}{\pi^2} \ln \left( \frac{1}{\epsilon} \right) t_s,
\]

ignoring communication overhead.

Proof: The norm of the iteration matrix is related to the eigenvalues of \( A^{-1}B \) in the following manner:

\[
\| T_{JC}^k \|_2 = \| (A^{-1}B)^k \|_2 = \lambda_{max}^k (A^{-1}B).
\]
Since

\[ A + B = 2I_m \]

the eigenvectors of \( A \) and \( B \) are identical. The eigenvalues satisfy

\[ \lambda_i(A) + \lambda_i(B) = 2, \quad i = 1, \ldots, m. \]

The eigenvalues of \( A^{-1}B \) are given by

\[ \lambda_i(A^{-1}B) = \frac{2 - \lambda_i(A)}{\lambda_i(A)} = \frac{2}{\lambda_i(A)} - 1. \]

As a result,

\[ \lambda_{\text{max}}(A^{-1}B) = \frac{2}{\lambda_{\text{min}}(A)} - 1. \]

The eigenvalues of \( A \) are given by

\[ \lambda_s(A) = 1 + 2r \sin^2 \left( \frac{s\pi}{2(m+1)} \right), \quad s = 1, \ldots, m. \]

Hence,

\[ \lambda_{\text{max}}(A^{-1}B) \geq \frac{1 - \frac{\pi^2}{n}}{1 + \frac{\pi^2}{n}}. \]

By an analysis similar to the proof of Theorem 2, \( \|T_{JC}^k\|_2 \leq \epsilon < 1 \) if

\[ k \geq n \frac{\ln \left( \frac{1}{\epsilon} \right)}{\pi^2} = O(n). \]

**Corollary:** The parallel algorithm will actually take more wall-clock time than the serial version if \( \epsilon \leq 5.17 \times 10^{-5} \).

### 5.2 Block Gauss-Seidel Iterative Schemes

We now analyze block Gauss-Seidel methods. We state the formal result showing that the parallel methods never provide an asymptotic speedup and may be slower for sufficiently small time steps.

Before we present the results for this section, we would like to introduce some notation to simplify the presentation. The block matrix \( M(A, m, n, k) \) denotes a \( mn \times mn \) matrix having the following structure

\[
M(A, m, n, k) = \begin{pmatrix}
0 & & & \\
& \ddots & & 0 \\
& & A & 0 \\
& & \ddots & & \\
& 0 & & \ddots & \\
& \vdots & & & \ddots & \\
& & & & & A \\
& & & & & \cdots \\
& & & & & 0
\end{pmatrix}
\]
where $A$ is an $m \times m$ matrix and the $A_i$'s lie on the $k^{th}$ block sub-diagonal.

**Theorem 4** Let $t_s^{BE}$, $t_s^{BE}$, $t_s^{CN}$ and $t_h^{CN}$ be the total wall clock times for the backward Euler and Crank-Nicolson (serial and parallel) variants. The total wall clock times, assuming no communication overhead, for block Gauss-Seidel are given by

$$t_p^{BE} \geq \frac{1}{2\pi^2} \ln \left( \frac{1}{\epsilon} \right) t_s^{BE}$$

and

$$t_p^{CN} \geq \frac{1}{2\pi^2} \ln \left( \frac{\sqrt{2}}{\epsilon} \right) t_s^{CN}.$$

**Proof:**

We first consider the backward Euler difference approximation. The scheme suggested in [7] results in the following iteration matrix:

$$T_{GB} = \begin{pmatrix}
A & \vdots & \vdots \\
\vdots & \ddots & \vdots \\
-1 & \cdots & A \\
\vdots & \ddots & \vdots \\
-1 & \cdots & A
\end{pmatrix}^{-1}
\begin{pmatrix}
\vdots \\
0 \\
I \\
\vdots \\
I \\
0
\end{pmatrix},$$

or using the notation introduced at the beginning of the section,

$$T_{GB} = \begin{pmatrix}
0 & M(A^{-1}, m, \frac{\alpha}{2}, 1) \\
0 & M(A^{-2}, m, \frac{\alpha}{2}, 1)
\end{pmatrix},$$

where $A$ is given by

$$A_{m \times m} = \begin{pmatrix}
1+2r & -r \\
-r & 1+2r \\
\vdots & \ddots & \ddots & -r \\
-1 & \cdots & -r & 1+2r
\end{pmatrix}.$$
The rate of convergence is governed by the norm of the $T_{GB}^k$. Simple algebraic manipulations show that

$$T_{GB}^k = \begin{pmatrix} 0 & M(A^{-2k+1}, m, \frac{n}{2}, k) \\ 0 & M(A^{-2k}, m, \frac{n}{2}, k) \end{pmatrix}.$$ 

The norm of the iteration matrix is given by

$$\|T_{GB}^k\|_2 = \left( \frac{1}{\lambda_{\text{min}}(A)} \right)^{2k}$$

where

$$\lambda_{\text{min}}(A) = 1 + 4r \sin^2 \left( \frac{\pi}{2(m+1)} \right) \leq 1 + \frac{\pi^2}{n}.$$ 

As a result

$$\|T_{GB}^k\|_2 \geq \left( 1 + \frac{\pi^2}{n} \right)^{-2k}.$$ 

To achieve a reduction in norm of the error by a factor of $\epsilon$ we require

$$\|T_{GB}^k\|_2 \leq \epsilon$$

or

$$\left( 1 + \frac{\pi^2}{n} \right)^{-2k} \leq \epsilon,$$

which means

$$k \geq n \frac{\ln \left( \frac{1}{\epsilon} \right)}{2\pi^2} = O(n)$$

which gives us the required error bound, assuming $\epsilon < 1$.

Second, we consider the Crank-Nicolson difference approximation. An analysis similar to the one for the backward Euler case with $A$ replaced by $M^{-1}N$ yields the desired bounds. Here $M$ and $N$ are given by

$$M_{m \times m} = \begin{pmatrix} 1 - r & r/2 \\ r/2 & \ddots & \ddots \\ \ddots & \ddots & r/2 \\ r/2 & 1 - r \end{pmatrix}$$

and

$$N_{m \times m} = \begin{pmatrix} 1 + r & -r/2 \\ -r/2 & \ddots & \ddots \\ \ddots & \ddots & -r/2 \\ -r/2 & 1 + r \end{pmatrix}.$$
<table>
<thead>
<tr>
<th>(m)</th>
<th>(n)</th>
<th>(k)</th>
<th>(\text{Jacobi})</th>
<th>(\text{Gauss-Seidel})</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>16</td>
<td>16</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>22</td>
<td>11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>28</td>
<td>14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>34</td>
<td>17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>43</td>
<td>23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>45</td>
<td>24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>46</td>
<td>24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>16</td>
<td>16</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>22</td>
<td>11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>28</td>
<td>14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>34</td>
<td>17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>46</td>
<td>23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>52</td>
<td>26</td>
<td></td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>58</td>
<td>29</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Iterations (\(k\)) required for convergence of block methods.

**Corollary:** The parallel algorithm is slower than the serial one when

\[
\epsilon \leq \begin{cases} 
2.68 \times 10^{-9} & \text{backward Euler} \\
3.78 \times 10^{-9} & \text{Crank – Nicolson} 
\end{cases}
\]

Since communication time has not been factored into the above calculation, the parallel versions will in practice be slower for much larger values of \(\epsilon\).

### 5.3 Numerical Results

We have implemented the above block schemes on a workstation in order to illustrate and validate our claims. In the results to follow, we counted the number of iterations required for convergence of block Jacobi and Gauss-Seidel schemes for the backward Euler method with \(r \equiv \frac{\Delta t}{(\Delta x)^2} = 100\). Convergence is asserted when
the norm of the residual is less than $10^{-7}$.

Table 1 contains numerical results for the block Jacobi and Gauss-Seidel methods applied to the backward Euler equations. The number of iterations required to converge to the desired solution increases linearly with the number of timesteps in parallel as predicted by the theory. This negates any potential benefits from parallelization.

6 Point Jacobi Iterative Schemes

In this section we consider the point Jacobi iterative method for the backward Euler method for simplicity. We consider the serial case and analyze the time it takes to solve for a single time step.

6.1 Backward Euler

For the conventional backward Euler scheme the iteration matrix is given by

$$T_{m \times m} = \frac{1}{(1 + 2r)} \begin{pmatrix} 0 & -r & & & \cdot & \cdot & \cdot \\ -r & 0 & & & \cdot & \cdot & \cdot \\ & \cdot & \cdot & \cdot & \cdot & \cdot \\ & & \cdot & \cdot & \cdot & \cdot & -r \\ & & & -r & 0 & & \\ & & & & & & \end{pmatrix},$$

with eigenvalues given by

$$\lambda_i = \frac{1}{(1 + 2r)} \left[ 2r \cos \left( \frac{i\pi}{m + 1} \right) \right], \quad i = 1, \ldots, m.$$

The norm of the $k^{th}$ power of the iteration matrix is given by

$$\|T^k\|_2 = \lambda_{\max}^k = \frac{1}{(1 + 2r)^k} \left( 2r \cos \left( \frac{\pi}{m + 1} \right) \right)^k.$$

**Theorem 5** The Jacobi iterations take approximately $k$ iterations to converge where $k$ is given by

$$k = \frac{(\ln \epsilon + \ln(1 + 1/(4r)))}{\ln(2r) - \ln(1 + 2r)}.$$

**Proof:** We have

$$\|e_k\|_2 \leq \|T^k\|_2 \|e_0\|_2$$
Since $Au_{n+1} = u_n$ for the given boundary conditions and we use the solution at time $t = n$ to initialize the iteration to solve for $t = n + 1$ we have

$$e_0 = u_n - A^{-1}u_n = (I - A^{-1})u_n$$

$$\|e_0\|_2 \leq \|I - A^{-1}\|_2 \|u_n\|_2 = \lambda_{\text{max}}(I - A^{-1}), \quad \|u_n\|_2 \approx 1,$$

which reduces to

$$\|e_0\|_2 \leq \frac{4r}{1 + 4r} \approx 1.$$  

The iteration converges after $k$ iterations when $\|e_k\|_2 \leq \epsilon$, or,

$$\frac{4r}{1 + 4r} \left( \frac{2r \cos \left( \frac{\pi}{m+1} \right)}{1 + 2r} \right)^k \leq \epsilon.$$  

This happens when

$$k \ln \left( \frac{2r \cos \left( \frac{\pi}{m+1} \right)}{1 + 2r} \right) = \ln \epsilon + \ln \left( 1 + \frac{1}{4r} \right)$$  

or

$$k = \frac{(\ln \epsilon) + \ln(1 + 1/(4r))}{\ln(2r) - \ln(1 + 2r)}.$$  

For the parallel case the iteration matrix is given by

$$T_{P,J} = \frac{1}{1 + 2r} \left( \begin{array}{cccc}
L + U & & & \\
I & \ddots & & \\
& \ddots & \ddots & \\
& & I & L + U
\end{array} \right),$$

where

$$A = D - L - U,$$

$$L + U = VAV^t,$$
and \( \|V\|_2 = 1 \). The norm of the \( k^{th} \) power (assuming \( k \geq n \)) of the iteration matrix, which controls the rate of convergence, is given by

\[
\|T^k\|_2 = \frac{1}{(1 + 2r)^k} \begin{bmatrix}
\Lambda^k \\
C_1^k \Lambda^{k-1} \Lambda^k \\
\vdots \\
C_r^k \Lambda^{k-r} \\
\vdots \\
C_n^k \Lambda^{k-n} & C_{r+1}^k \Lambda^{k-r} & \cdots & C_n^k \Lambda^{k-1} \Lambda^k
\end{bmatrix}_2
\]

where \( C_i^j \) are the binomial coefficients.

**Theorem 6** In the temporal parallel case, the point Jacobi method takes at least \( k \) iterations to converge where \( k \) is the solution to the equation

\[
\frac{C_n^k}{\lambda^n (1 + 2r)^k} = \epsilon
\]

with

\[
\lambda = 2r \cos \left( \frac{\pi}{m + 1} \right).
\]

**Proof:** The iteration converges when \( \|T^k\|_2 \leq \epsilon \). Since the norm of any matrix is greater than the largest entry in a matrix we have

\[
\|T^k\|_2 \geq C_n^k \|\Lambda^{k-n}\|_2.
\]

Since \( \Lambda \) is the matrix of eigenvalues of the original iteration matrix we have

\[
\|\Lambda^{k-n}\|_2 = 2r \cos \left( \frac{\pi}{m + 1} \right)^{k-n}.
\]

Therefore the iteration converges when

\[
\|T^k\|_2 \leq \epsilon,
\]

or

\[
C_n^k \left( 2r \cos \left( \frac{\pi}{m + 1} \right) \right)^{k-n} \leq \epsilon,
\]

or when \( k \) is greater than the solution of the equation

\[
\frac{C_n^k}{\lambda^n (1 + 2r)^k} = \epsilon.
\]
6.2 Numerical Results

Since the above expression for the number of iterations cannot be solved for in a simple manner we present the numerically determined values for $k$. We also present the number of iterations that were observed experimentally to validate our claim. In Figure 1 and Figure 2, we present graphs for the computed and experimentally observed efficiency of the parallel scheme for two different values of $r$. As can be easily observed, the efficiency of the parallel scheme decreases rapidly with increasing $n$.

This qualitative behavior is largely independent of $m$ as can be seen from the graph in Figure 3, in which we show the efficiency of the parallel scheme for different values of $m$. Clearly, the efficiency does not stay constant as claimed in [7].

7 Point Gauss-Seidel Iterative Schemes

In this section, we consider the point Gauss-Seidel scheme using the backward Euler method. We are unable to derive a lower bound for the 2-norm of $k^{th}$ power of the Gauss-Seidel iteration matrix. We present numerical results to demonstrate that the efficiency of the parallel scheme goes down with increasing the
Figure 2: Predicted vs. Actual Efficiency for $m = 60$ $r = 100$

Figure 3: Efficiency for $m = 60$ and $m = 1000$
number of parallel time steps contrary to the claims made in [7] that it remains constant.

7.1 Numerical Results

In Figure 4 and Figures 5, we show the efficiency of the parallel scheme for two different values of $r$. As the graph shows, the efficiency decreases with increasing $n$.

In Figure 6, we show the behavior of the parallel scheme for two different values of $m$. As the graph shows, the efficiency decreases rapidly with increasing $n$ irrespective of the value of $m$ and does not stay constant.

8 Conclusions

We have analyzed the numerical solution of a linear, one-dimensional, time-dependent PDE using temporal domain parallelism. We have shown that the increase in the number of iterations required for the convergence of block and point Jacobi and Gauss-Seidel methods negates any advantages of temporal domain parallelism.
Figure 5: Efficiency for $m = 1000$ $r = 100$

Figure 6: Efficiency for $m = 60$ and $m = 1000$
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