ABSTRACT:

The ubiquity of graph structures in sciences and industry necessitates effective and efficient machine learning models that can capture the underlying inductive biases of the relational data. My research aims to learn deep representations that leverage the highly complex connectivity information of the graph structure, and utilize these representations in scientific domains to make predictions at the level of nodes, links, subgraphs and entire graphs. My research contributes fundamental pieces of graph neural networks. In this talk I will focus on effective graph neural network architectures scalable to billions of edges, and well as the use of hierarchy as an inductive bias in learning highly expressive representations for nodes and graphs.
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