
 

 
 
 
 
 
 

 
 
 
Abstract: Modern machine learning (ML) methods commonly postulate strong assumptions 
such as: (1) access to data that adequately captures the application environment, (2) the goal is to 
optimize the objective function of a single agent, assuming that the application environment is 
isolated and is not affected by the outcome chosen by the ML system. In this talk I will present 
methods with theoretical guarantees that are applicable in the absence of (1) and (2) as well as 
corresponding fundamental lower bounds. In the context of (1) I will focus on how to deal with 
truncation and self-selection bias and in the context of (2) I will present a foundational 
comparison between two-objective and single objective optimization. 
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